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Two CNF onboarding and orchestration options

— ETSI started assuming infrastructure capability 
based upon VM capabilities.

— The VNFD was created to allow the VNFM to 
support the necessary lifecycle capabilities.

— Support for CNF was added on top but inheriting 
the structure from VM based deployments

— Since then, the infrastructure has become more capable 
and taken significant SW LCM functionality and it is 
captured in the Helm chart.

— The VNFD is not required. 

— ASD builds upon cloud native approach and tooling. 

ETSI MANO NFV VNFD Sol001 
IFA 11 based

Standardized in ETSI NFV

Application Service Descriptor

ASD

An alternative proposed by the 
CNF taskforce in ONAP
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ASD based modeling and deployment of CNFs

• Orchestrator view 
and Deployment 
are in Sync

• Cloud native & LCM

Helm Tool

Kubernetes APIs

Deployment

Orchestrator

Based on content 
of the helm charts 

Decissions

Information model governed 
by Kubernetes APIs

ASD

ASD 
Slim descriptor: 
Only info which cannot 
be carry through the 
helm charts

Reference

Includes: 
- Resource req.
- LCM use cases
- ... 
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ETSI MANO NFV VNFD Sol001 IFA 11 approach
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• Orchestrator view and 
Deployment potentially 
in conflict

• Potentially conflicting 
Data & LCM handling

Helm Tool

Kubernetes APIs

Deployment

Information model governed by 
Descriptors content 

ETSI MANO NFV VNFD Sol001 IFA 11

Descriptor: Detailed information following ETSI NFV IFA 11 model

Data
Data
Data
..............................................................
..............................................................

Includes: 
- Resource req.
- LCM use cases
- ... 

Includes:
- Resource req.
- LCM use cases
- ...

Orchestrator

Based on content 
of the Descriptor

Decissions
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ASD based approachETSI MANO NFV VNFD Sol001 IFA 11 approach

Comparing LCM handling

Service Orchestrator
/NFO

NFVO

VNFM
VNF LCM

Kubernetes
Cluster Master

ASD

VNFD

CNF LCM

Kubernetes
Cluster Master
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RUN time

CNFM

ONAP xNF modelling with ASD

SO

VNF descriptor 
based on O-ECOM 
VF model

Heat model

ASD/Helm Chart

Not working due to the 
large impacts on ONAP

Transformed 
at onboarding

Design time

SDC …

VNF only

VNF/CNF

ASD DM

K8s
Helm Chart

VNF ETSI NFV 
Sol001 DM

VNF descriptor  
based SOL001 DM

OECOM IM

IFA011 IM

ASD IM

OECOM IM
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— CNF resource IM is specified by particular 
cloud native specifications, e.g., K8s.

— For instance, this K8s document contains all 
the information listed in the right side. All the 
info is managed by K8s, not SO.

— Proposal: adding a reference under 
Deployment Item Information Element, that “all 
cloud native CNF resource IM is specified by 
particular cloud native specifications. K8s 
document is an example.”

Response to comments

Fred’s comments

Missing resource (CPU, Memory, Storage, ...) requirement information

Missing L2/L3 Protocol and Address information

Missing Software Image information

Missing Security Rules information

Missing Affinity/Anti-Affinity information

Missing Scaling Information

Missing Healing information

Missing Service/VIP mapping information

Missing configuration information

Missing monitoring information

Missing upgrade/downgrade information

https://kubernetes.io/docs/reference/generated/kubernetes-api/v1.23/
https://kubernetes.io/docs/reference/generated/kubernetes-api/v1.23/
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Kubernetes: Resource requirement  (CPU, Memory, 
Storage, ...) requirement information LINK

apiVersion: v1
kind: Pod
metadata:

name: cpu-demo
namespace: cpu-example

spec:
containers:
- name: cpu-demo-ctr

image: vish/stress
resources:

limits:
cpu: "1"

requests:
cpu: "0.5"

args:
- -cpus
- "2"

https://kubernetes.io/docs/tasks/configure-pod-container/assign-cpu-resource/
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Kubernetes: Scaling Information LINK

behavior:
scaleDown:

stabilizationWindowSeconds: 300
policies:
- type: Percent

value: 100
periodSeconds: 15

scaleUp:
stabilizationWindowSeconds: 0
policies:
- type: Percent

value: 100
periodSeconds: 15

- type: Pods
value: 4
periodSeconds: 15

selectPolicy: Max

https://kubernetes.io/docs/tasks/run-application/horizontal-pod-autoscale/
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Kubernetes: Healing information LINK

apiVersion: policy/v1
kind: PodDisruptionBudget
metadata:

name: zk-pdb
spec:

minAvailable: 2
selector:

matchLabels:
app: zookeeper

Besides fundamental Kubernetes 
capability to restore crashed Pods 
automatically, there is an advanced 
handling for keeping critical replicas 
always running. This is very useful 
when executing e.g. rolling upgrade.

https://kubernetes.io/docs/tasks/run-application/configure-pdb/


Q&A 

Did we answer your all questions? 




