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Distributed Orchestration Implementation Approach (Single ONAP Instance)

Service/Resource Orchestration Federation Example

Non-SO Implementation

Orchestration Instance 1

Service Orch

Function

Resource Orch

Function
BBx

Model Driven Routing Function

X

Remote 

Proxies
BBx-p1 BBx-p2

Resource Orch

Function
BBx

Orchestration Instance 2 (Optional)

X X X

X

This subflow BBx implementation can execute either 

locally or remotely, though remote execution 

requires a local proxy to make the remote call.

Equivalent Resource 

Orch Functionality
Fx

The service level flow calls the 

functional API “X” irrespective 

of Deployment Variation “A”, 

“B”, or “C”.  The Model drives a 

“routing function” which calls 

the specific implementation to 

be used per Resource. 

The equivalent functionality of BBx could 

alternately be implemented in something other 

than SO.  This implementation also requires a 

local proxy to make the remote call and 

perhaps to map the interface. If the non-SO 

implementation (Fx in this example) supports 

the standard interface (“X” in this example) 

then this mapping would not be necessary. 

Deployment 

Variation “A”

Deployment 

Variation “B”

Implementation 

Variation “C”

Proxy encapsulates the application 

level interface in a remote API call.
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Assume ETSI allows the VNFM to 

retrieve network assignments 

from an external source
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No equivalent in ONAP

Can we change ETSI to allow 

VNFM to talk to a Multi-VIM?
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Orchestration Architecture View (Service Instantiate Example)

Orchestrator
Service-Level

1. Decompose Service into Existing and New Resources (VNFs into VDUs)

2. Pass Decomposed Resources to OOF to Obtain Homing

3. Create Service Instance Object in A&AI

4. Request Resource Assignment (Spawn “Assign” Resource-Level Sub-Flows)

7. Request Resource Activation (Spawn “Activate” Resource Level Sub-Flows)

5. Create Resource Instance Object in A&AI

6. Assign: Call SDNC to Obtain Resource-Level External Network Assignments

SDNC SDNC (L0-L3) or Generic Controller (L4+)

• ConfigureInstantiate • ConfigureScale

Multi-VIM

• Allocate Cloud Resources

• Create Service Instance  (1-6)

• Activate Service Instance (7-10)

• Scale Out Service Instance

(e.g., from Control Loop) (1-10)

Resource-Level Assign (VNF, PNF, Allotted Resource, Network)

VDU-Level (VNF Only) (Part of Resource Level)

5A.  Create VDU Instance Object in A&AI

6A.  Assign: Call SDNC to Obtain VDU-Level Network Assignments

• Assign

Resource-Level Activate (VNF, PNF, Allotted Resource, Network)

8. Retrieve Network Assignments

9. Create: Instantiate Resource (VNF: Spawn VDU-Level Sub-Flows, Allotted Resources: Make 

Request to “Infrastructure Service” Controller; PNF: N/A)

10.Configure: Call SDNC/Generic Controller to Configure Resource Application Layer

VDU-Level (VNF Only) (Part of Resource Level)

8A.  Retrieve VDU Network Assignments

9A:  Allocate Cloud Resources (via Multi-VIM)

These operation are at the 

granularity of SOL005.

This operation is at the 

granularity of SOL003.
• Assign Resource • Activate Resource

These seem to be 

functions consistent with 

that of an ETSI VNFM.
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The ONAP/ECOMP VDU-Level “Assign” makes the actual 

network assignments (e.g., IPs) for the VM/container’s 

internal connection points being added (no change in 

VNF’s external connection points with a scaling request).   

Reservation of cloud resources is covered by ETSI but 

apparently not reservation of network resources.

I am assuming that running Health Checks is 

among the functions of a VNFM, though it is 

not spelled out in the ETSI sequence diagrams.

In ONAP, the data collection and analytic function common to all VNFs is abstracted out into 

DCAE+Policy.  This implementation is perhaps not inconsistent with ETSI, and could be seen as 

a particular implementation of a Generic VNFM function as described in MANO figure B.13

ONAP SO plays the role 

of NFVO perhaps?

Change ETSI to allow the VNFM 

to retrieve network assignments 

from an external source)
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No equivalent in ONAP

Can we change ETSI to allow 

VNFM to talk to a Multi-VIM?
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Orchestration Architecture View (VNF Scale Out Example)

Orchestrator
Resource-Level (Scale)

1. Determine Feasibility of In-Place Scaling

2. Request Scaling VNF Resource Assignment (Spawn “Assign” Resource-Level Sub-Flow)

3. Request Scaling VNF Resource Activation (Spawn “Activate” Resource Level Sub-Flow)

2. Assign: Call SDNC to Obtain Resource-Level External Network Assignments

SDNC SDNC (L0-L3) or Generic Controller (L4+)

• ConfigureScale

Multi-VIM

• Allocate Cloud Resources

• Scale Out Resource Instance

(e.g., from Control Loop) (1-7)

Resource-Level Assign (VNF, PNF, Allotted Resource, Network)

VDU-Level (Part of Resource Level)

2A.  Create VDU Instance Object in A&AI

2B  Assign: Call SDNC to Obtain VDU-Level Network Assignments

• Assign

Resource-Level Activate (VNF, PNF, Allotted Resource, Network)

4. Retrieve Network Assignments

5. Create: Spawn VDU-Level Sub-Flows

6. Configure: Call SDNC/Generic Controller to Configure Resource Application Layer

7. Request Health Check

VDU-Level (VNF Only) (Part of Resource Level)

4A.  Retrieve VDU Network Assignments

5A:  Allocate Cloud Resources (via Multi-VIM)

This operation is at the 

granularity of SOL003.

This operation is at the 

granularity of SOL003.

These seem to be 

functions consistent with 

that of an ETSI VNFM.

• Assign Resource • Activate Resource
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Orchestration Architecture View (General Case)

SDNC SDNC (L0-L3) or Generic Controller (L4+)Multi-VIM

• Allocate Cloud Resources

• Create Service Instance 

• Activate Service Instance 

• Scale Out/In Service Instance

• Terminate Service Instance

• Change Service Instance

• Assign Resource (or VDU)

• Unassign Resource (or VDU)

• Change Resource (or VDU) 

Assignments

• Assign Resource

• Unassign Resource

• Change Assignments

5. Create Resource Instance Object in A&AI

6. Assign: Call SDNC to Obtain Resource-Level External

Network Assignments

Resource-Level Assign (VNF, PNF, Allotted, Network)

VDU-Level (VNF Only) (Part of Resource Level)

5A.  Create VDU Instance Object in A&AI

6A.  Assign: Call SDNC to Obtain VDU-Level Network

Assignments

Resource-Level Scale (VNF)

• Scale: Request  Scaling VNF Assignment

• Scale: Request Scaling VNF Activation

Orchestrator
Service-Level

• Decompose Service into Resources (VNFs into VDUs)

• Pass Decomposed Resources to OOF to Obtain Homing

• Create Service Instance Object in A&AI

• Orchestrate Resource Creation

• Orchestrate Resource Activation

• Activate Resource

• Deactivate Resource

Resource-Level Activate (VNF, PNF, Allotted Resource, Network)

8. Retrieve Network Assignments

9. Create: Instantiate Resource (VNF: Spawn VDU-Level Sub-Flows, Allotted Resources: Make 

Request to “Infrastructure Service” Controller; PNF: N/A)

10.Configure: Call SDNC/Generic Controller to Configure Resource Application Layer

11.Scale: Request Healtcheck

VDU-Level (VNF Only) (Part of Resource Level)

8A.  Retrieve VDU Network Assignments

9A:  Allocate Cloud Resources (via Multi-VIM)

An ETSI VNFM also performs 

Controller functions.
• ConfigureInstantiate

• ConfigureScale

• Health Check

• Migrate Traffic

• Start/Stop/Restart 

Resource Application

• CreateAllottedResource

• Start/Stop/Restart 

Resource Application

• Health Check

Resource-Level LCM (VNF)

• Software Upgrade (Build & 

Replace, In Place Upgrade, etc)

• Scale Resource (VNF Only) • Upgrade Software

These seem to be 

functions consistent with 

that of an ETSI VNFM.
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OI-16

ONAP Orchestration Arch Compared to ETSI

Orchestration

Multi-Cloud

VNF 

Cloud Compute/StorageCloud Networking

OOF

A&AI

Only Virtualized Resources

At Least One Non-Virtualized Resource

~SOL005 (Instantiate NS, Scale NS,

Terminate NS, Change NS)

Service Level Orchestration

Resource 

Level Orch

ETSI VNFM FunctionETSI VNFM Function

ETSI NFVO  FunctionETSI NFVO  Function

Key

DCAE/Policy
Resource Assign Orch Resource Activate Orch

SDN C

Ntw Assign Scope

Rsc Control Scope (L4+)App Config Scope

SDNC or Gen NF C

OI-4
OI-15

OI-6OI-13
~SOL003 

(Instantiate VNF, 

Terminate VNF)

• Assign/Unassign Resource

• Change Assignments

• Activate Resource

• Deactivate Resource

• CreateAllotRscCapability

• Configure Resource• Assign Resource (or VDU)

• Unassign Resource (or VDU)

• Change Resource (or VDU) Assignments

• Create Service Instance 

• Activate Service Instance 

• Scale Out/In Service Instance

• Terminate Service Instance

• Change Service Instance

• Start/Stop/Restart 

Resource Application

• Health Check

OE-10b

• ConfigureScale

~SOL003 (Modify VNF Info Operate VNF, Heal VNF?)

• Migrate Traffic

ETSI considers “deployment specific configuration” to 

be within the purview of the VNFM.  It is not clear how 

this maps to the configuration in the scope of ONAP.

~SOL003 (Scale 

VNF (to level))

• Scale Resource 

(VNF Only)

• Upgrade 

Software
~SOL003 (Change 

VNF Flavor?)

Non-VNF Orch

VNF and VDU Orch

Non-VNF Orch

VNF and VDU Orch

Resource LCM Orch

Resource Scale Orch
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Orchestrator Functional Internal View
Key

OE-x

OI-x

SO External API

SO Internal API

APIs labeled on slide relative 

to SO for reference only.

SO-SO communication 

across ONAP instances 

looks like an External API.

OE-8

Orch Execution Engine (BPMN/TOSCA)Data Store

Request 

DB

Multi-Cloud

Orch Service

& Resource

Catalog

RequestRequest
Handler

StoreStore
Request

Select Select 
Recipe

TrackTrack
Requests

BPMN

DB

SDN 

Controller

Generic NF 

Controller

Map Request Data to Recipe Map Request Data to Recipe 
& Invoke BPEL Execution

Resource

Models

Service 

Models

O
rc

h
e

st
ra

to
r

Resource/Controller Adapters

API Handler

Infrastructure/Network 
Adapter

Select Adapter TemplateSelect Adapter Template

Map Data to TemplateMap Data to Template

Execute TransactionExecute Transaction

Controller Adapter

Service Level

OE-2
OE-1

OE-3

OE-5

OE-6

OE-7

OE-9

OE-10a
OE-10b

OI-11

OI-12

OI-5

OI-6

M
icro
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Dashboard OA&M

OE-4

OE-11

External API

Service Design 

& Creation
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OI-2 OI-3
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C
li

e
n

t

OI-1

Active & Available 

Inventory

External Registry

ONAP 

Optimization 

Framework

Data Collection, 

Analytics, and Events

Event Correlation 

SO-SO communication within 

a single ONAP instance is via 

Micro Services Bus.

Controller functions common to both 

SDN-C and Generic NF Controller (OE-10a 

for LCM, OE-10b for App Configuration).   

Note that these may actually be separate 

APIs for SDNC and GenNFC

Allotted Resources case

Complex Services case

Controller functions specific only to SDN-

C.  E.g., “Assign Network Resources” for 

the VNFs in a L4+ Service.

OI-9

OI-4

OI-13

OI-14

Resource Level Orch
Asgn Actv

SDNC Common

Scale

OI-15

OI-16

LCM
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Controller *

Resource Control Scope

Orchestration Standard Model

Orch Instance

OE-3

OE-10b

DCAE/Policy

OE-10a

OE-10a

Service Orch Function

Dashboard OA&M (VID)

OI-6 Representative Operations:

• Activate Resource

• Deactivate Resource

OI-15 Representative Operations:

• Scale Resource (VNF Only)

OI-16 Representative Operations:

• Upgrade Software

OE-9 Representative Operations:

• Assign

OE-10b Representative Operations:

• Configure

OE-10a Representative Operations:

• ConfigureInstantiate

• ConfigureScale

• Health Check

• Migrate Traffic

• Start/Stop/Restart Resource 

Application

• CreateAllottedResource

OE-3

OI-15

OI-4 OI-4

OI-15

OI-12

Resource Orch Function (Assign, Activ, Scale, LCM)†

OI-6

App Config Scope

OE-10a

OI-12

* Only common Controller functions (and no SDNC specific functions) are shown for simplicity of diagram
† Resource Orchestration Function (Assign) not represented because SDNC specific functions not shown

(OE-10b?)

OI-4 Representative Operations:

• Create Service Instance 

• Activate Service Instance 

• Scale Out/In Service Instance

• Terminate Service Instance

• Change Service Instance

OI-16

OE-3

OI-16
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Implementation Pattern 1 (Single Orchestration Instance)

Single Orch Instance

Target ONAP Model

SDNC

Assign

Controller

Resource ControlApp Config

Orch Instance

Resource Orch Scope (Asgn, Actv, Scale, LCM)

Service Orch Scope

OE-3

OI-6

OI-12

OI-4

OI-13

OI-15

OE-3

OE-9

OI-14

OE-10a

OI-12

OE-10b

OE-3

OI-16

Routing Function not shown for 

simplicity. (See next slides.)
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Implementation Pattern 2 (Federated Orchestration Instances with Homogenous 

Service Example)

Federated Orch Instances

Target ONAP Model

Orch Instance 2

Orch Instance 1

Service Orch Scope

OE-3

OI-6

OI-6

Routing

ProxiesExample Uses:

• Resource Orchestration by Resource 

type specific Orchestrators

• Resource Orchestration by 

Orchestrators per geographic domain

• Combination of the above

OI-4

OI-13

OI-13

Resource Orch Scope (Asgn, Actv, Scale, LCM)

OE-3

OI-15

OE-3

OI-16

OI-12

SDNC

Assign

OE-9

OI-14

Controller

Resource ControlApp Config

OE-10a

OI-12

OE-10b

OI-15 OI-16

D
R

A
F

T
 F

O
R

 D
IS

C
U

S
S
IO

N



Service Example Used for Patterns 3 and 4

Service_A Service:

topology_template:   

node_templates:     

Resource1 (Any):

Resource2 (VNF or PNF):

Resource1 Any Resource:

Resource2 VNF or PNF Resource:

In the following two examples a 

single Service type (ServiceA) 

decomposes into two Resource 

types (Resource1 and Resource2).

In the first example, Resource1 is supported via 

the same SO/Controller instance as ServiceA

whereas Resource2 is supported via a (set of) 

remote SO/Controller instance(s).

In the second example, Resource1 is supported via the same SO 

instance as ServiceA whereas Resource2 is supported via a VNFM 

proxy.  It is due to this second example that Resource2 is assumed to 

be either a VNF or a PNF.  In both examples, Resource1 could be any 

Resource type, including an Allotted Resource.  However, see 

Implementation patterns 5 and 6.
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Pattern 3 Use Case – Sub-Orchestrators by Type
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Service_A France_Service:

topology_template:   

node_templates:     

Resource1 (Any):

Resource2 (VNF or PNF):

Resource1 France_Resource :

Resource2 Pan-European:

Orchestration

Control

Resource 2 (all instances)

Resource 2 (all instances)

Service_B Germany_Service:

topology_template:   

node_templates:     

Resource1 (Any):

Resource2 (VNF or PNF):

Resource1 Germany_Resource :

Resource2 Pan-European :

France Orchestration

France Control

Resource 2 (all instances)

Resource 2 (all instances)

Germany Orchestration

Germany Control

Resource 2 (all instances)

Resource 2 (all instances)



Pattern 3 Use Case – Sub-Orchestrators by Type + Instance
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Orchestration

Control

Resource 1 (all instances)

Resource 1 (all instances)

Service_A 5G Service:

topology_template:   

node_templates:     

Resource1 (Any):

Resource2 (VNF or PNF):

Resource1 Core VNF:

Resource2 Edge VNF/PNF:

Orchestration

Control

Resource 2 (South New Jersey)

Resource 2 (South New Jersey)
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Orchestration

Control

Resource 2 (Delaware)

Resource 2 (Delaware)
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OE-4 OE-4OE-4

Implementation Pattern 3 (Federated Orchestration Instances with Mixed Service 

Example)

ServiceA Orch Scope

OI-6 Routing

OI-6OI-13

Controller

Resource2 ControlResource2 App Config

SDNC

Resource2 Assign

OI-4

OE-3

OE-9

OI-14 OI-12

OE-10b

OE-3

OI-16

Orch Instance 2
OI-6OI-13

Resource2 Orch Scope (Asgn, Actv, Scale, LCM)

OI-15 OI-16

OI-12OI-14 OI-12

Orch Instance 1

OI-6OI-13

OE-3

OI-15

OI-12

OE-10a

OI-16OI-15

OE-4

OI-15 OI-16

SDNC

Resource1 Assign

Controller

Resource1 ControlResource1 App Config

OE-9 OE-10b OE-10a

Resource1 Orch Scope (Asgn, Actv, Scale, LCM)

Example Uses:

• Resource Orchestration by Resource type specific Orchestrators

• Resource Orchestration by Orchestrators per geographic domain 

(e.g., “Core” Resources versus “Edge” Resources)

• Combination of the above
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Implementation Pattern 4 (VNFM Plug in with Mixed Service Example)

Orch Instance

ServiceA Orch Scope

OE-3

OI-6

Single Orch Instance

Alternate VNFM Proxy Model

Routing

OI-4

The proxy would map ONAP “Activate 

Resource” and “Deactivate Resource” 

operations to SOL-003 “Instantiate VNF”, and 

“Deactivate Resource” to “Terminate VNF”.

For Resource2, Change VNF Flavor, Start/Stop/Restart 

Resource Application, Health Check are not performed 

via ONAP, but are performed by the VNFM direct 

interaction with the VNF and/or the EM.  Thus, Resource2

activation (VNFM) would not configure any DCAE 

collector to receive events from a VNF managed by a 

VNFM.  Rather, the VNFM would, as part of its activation, 

configure the VNF to direct events to the VNFM itself.

Resource1 Orch (Actv, LCM)

OI-6

OI-12

OI-13

SDNC

Resource1 & Resource2 Assign

OE-9

OI-14

Controller

Resource1 ControlResource1 App Config

OE-10a

OI-12

OE-10b

Resource1 & Resource2 Orch (Asgn)

VNFM

Resource2 Orch (Actv, LCM)

+

Resource2 Control

Proxy

SOL-003 (Upgrade Software Resource2)

SOL-003

OI-6

OI-6

OE-3

OI-15

Resource1 & Resource2 Orch (Scale)

OE-3

OI-16 (Resource1)

“Scale” workflow calls the “Assign” sub-flow 

then the “Activate” function.  This latter 

function is either a sub-flow (Resource1) or a 

VNFM implementation (Resource2).
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Service Example Used for Patterns 5 and 6

Service_A Service:

topology_template:   

node_templates:     

VNF_A (VNF):

Allotted_Resource_W (AllotRes):

VNF_A VNF Resource:

VFC_A (VFC)

Allotted_Resource_A AllottedResource:

Requirement:

Capability_B

Service_B Service:

topology_template:   

node_templates:     

VNF_B (VNF):

Capabilities:

Capability_B

VNF_B VNF Resource:

VFC_B (VFC)
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OI-6

OI-6OI-13

OI-4
Orch Instance

OI-16OI-15

Implementation Pattern 5 (Single Orchestration Instance with “On Demand” Allotted 

Resource)

VNF_A Controller

Resource ControlApp Config

VNF_A Orch (Asgn, Actv, Scale, LCM)

OE-10aOE-10b

Service_A Orch

Allotted-Resource_A Orch (Asgn, Actv, LCM)

Service_B Orch

OE-3

OI-4

OE-3

OI-6

OI-6OI-13 OI-16

OI-8

OI-6OI-13OI-16OI-15

VNF_B Orch (Asgn, Actv, Scale, LCM)

VNF_B Controller

Resource Control App Config

OE-10aOE-10b

OI-12 OI-12 OI-12 OI-12

OE-10a

OI-12

SDNC

Assign

OE-9

OI-14

SDNC

Assign

OE-9

OI-14

SDNC

Assign

OE-9

OI-14

OE-3

OI-16

OE-3

OI-15

Applicable only for an Allotted Resource 

on an “On Demand” underlying 

“Infrastructure Service” type.

DRAFT FOR DISCUSSION



Implementation Pattern 6 (Federated Orchestration Instances with “On Demand” 

Allotted Resource)

Service_B Orch

OI-4

OE-3

OI-6

OI-6 OI-13 OI-16 OI-15

VNF_B Orch (Asgn, Actv, Scale, LCM)

VNF_B Controller

Resource ControlApp Config

OE-10b OE-10a

OI-12OI-12

SDNC

Assign

OE-9

OI-14

OI-6

OI-6OI-13

OI-4
Orch Instance 1

OI-16OI-15

VNF_A Controller

Resource ControlApp Config

VNF_A Orch (Asgn, Actv, Scale, LCM)

OE-10aOE-10b

Service_A Orch

OE-3

OI-6OI-13 OI-16

OI-12 OI-12

SDNC

Assign

OE-9

OI-14

SDNC

Assign

OE-9

OI-14

OE-3

OI-16
(VNF_A & AR_A)

OE-3

OI-15
(VNF_A & AR_A)

Applicable only for an Allotted Resource 

on an “On Demand” underlying 

“Infrastructure Service” type.

OI-8

OE-3

Allotted-Resource_A Orch (Asgn, Actv, LCM)

OI-8

OE-10b

OI-12

Orch Instance 2

In this pattern the Service A Orchestration workflow 

performs a full decomposition of both Service A and 

Service B.  Thus, the homing solution for Service_B is 

delivered to the Service_B Orchestration workflow with 

the OI-8 request.  This pattern would be necessary if there 

were homing constraints that referenced both VNF_A and 

Allotted Resource A because in such a case the Service_A

an Service_B homing solutions must be worked together.  
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Need to separate the Vodafone example from the 5G example:

The Vodafone example says that there are Orchestration Instances that are differentiated 

by TYPE.

The 5G example is different Orchestration instances for the same service type.

Show with a map
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Simple Service, No Allotted Resource Example

“SimpleOne” (Service Template)
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Instance Example Diagram“SimpleOne” Service Level Orch
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Simple Service with Allotted Resource Example

“SimpleTwo” (Service Template)
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Assume policy indicates that if no appropriate “InfraOne” Service Instance is available upon 

receipt of a “SimpleTwo” service instantiation request, it is possible to dynamically “spin up” 

an associated “InfraOne” service instance “on the fly” in a suitable location.  This InfraOne

service instance would not be dedicated to this initial “SimpleTwo” service instance, but 

could be shared by future service instances of “SImpleTwo” or any other “higher order 

service” that requires an “Underlying Capab One”.  Thus, we should think the triggering of a 

new “InfraOne” service instance as being an “on demand” infrastructure build-out.

OI-6 OI-6 OI-6

“SimpleTwo” Service Level Orch

“PnfOne” Resource Level Orch

“NetworkOne” Resource Level Orch “VnfOne” Resource Level Orch

OI-6
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Backup Slides



Change ETSI to allow a VNFM to 

interact directly with (Multi) VIM.

Change ETSI to allow the VNFM 

to retrieve network assignments 

from an external source)
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