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ONF Open Transport Config & Control (OTCC) Project

• Mission

- Promote common configuration and control interfaces for transport networks in 
SDN, defining these interfaces with open source software and software defined 
standards

• Leadership – OTCC TST
- Lyndon Ong, Ciena, OTCC project lead

- Giorgio Cazzaniga, SIAE, Wireless Transport sub-project lead

- Karthik Sethuraman, NEC, Transport API sub-project lead

- Kam Lam, Fiberhome, OT Info Model sub-project lead

• Results
- OpenFlow extensions for optical

- Transport API Functional Requirements and SDK (related OIF and MEF demonstrations)

• https://github.com/OpenNetworkingFoundation/Snowmass-ONFOpenTransport

- Wireless Transport Information Model (related WT PoCs)
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https://github.com/OpenNetworkingFoundation/Snowmass-ONFOpenTransport


API Definition and Development

• Open APIs for network control are essential
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Common Information Model (simplified)

• Model of data plane resources in 
an SDN-enabled network

- Technology agnostic

- Recursive (Forwarding 
Domain may contain FDs)

- Models static and dynamic 
elements

- Extensible to different 
technologies and 
environments

Network Control 
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Product of the ONF Information Modeling and Tooling Project
ONF TR-512 Core Information Model v1.3 – see 
https://wiki.opennetworking.org/display/OIMT/Ready+for+ONF+Approval

https://wiki.opennetworking.org/display/OIMT/Ready+for+ONF+Approval
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Configuring and controlling wireless networks
with ONF CIM & ONAP SDN-C

Tracy Van Brakle (AT&T)



Overview and background

Proofs of Concept (PoCs) have been executed by the Open Networking 
Foundation Wireless Working Group(s) roughly every six months to 
demonstrate progress and to verify functionality and enhancements in a 
multi-vendor wireless network using real network devices, beginning with 
µWave/mmWave and now inclusive of eNB, RRH, DAS, IoT sensors.
The work began with ONOS, then ODL stand-alone, and now ONAP SDN-C

Date + Sponsor SDN controller and platform
ONF CoreModel

(TRs 512 & 532)
SBI protocol

1st PoC; 4Q’15; Telefonica ONOS n/a OpenFlow

2nd PoC; 2Q’16; Telefonica ODL Lithium SR4 n/a Netconf/YANG

3rd PoC; 4Q’17; AT&T ODL Beryllium SR2 (ECOMP) CM 1.1 Netconf/YANG

4th PoC; 2Q’17; Deutsche Telekom ODL Boron SR1  (ONAP release 0) CM 1.2 Netconf/YANG

5th PoC; 4Q’17; AT&T ODL Boron / Carbon (ONAP “pre” Amsterdam) CM 1.2 Netconf/YANG

6th PoC; 2Q’18 - TBD ODL Nitrogen (ONAP Beijing) CM 1.3 Netconf/YANG 



1st Proof-of-Concept  two basic SDN applications, OpenFlow – October 2015

• 1st PoC took place in Madrid, Spain, October 2015

• Sponsor/Host = Telefónica and IMDEA Networks, AT&T (observer) 

• Equipment vendors (in alphabetical order): Ceragon, Coriant, Ericsson, Huawei, NEC and SIAE



2nd Proof-of-Concept  FCAPS, ODL – April 2016

• 2nd PoC took place in Munich, Germany, April 2016

• Service Providers / Operators: Telefónica (lead), AT&T, Deutsche Telekom (observer)

• Equipment vendors (in alphabetical order): Ceragon, Ericsson, Huawei, NEC and SIAE



3rd Proof-of-Concept  ECOMP (closed loop), Spectrum Access System inter-op

• 3rd PoC took place in Rutgers University Winlab, October 2016

• Service Providers / Operators: Telefónica, AT&T (lead), Deutsche Telekom

• Equipment vendors (in alphabetical order): Ceragon, Ericsson, Huawei, NEC, Nokia, SIAE, ZTE



Intel Confidential 

4th Proof-of-Concept  1588v2, connection-oriented Ethernet with re-routing 

• 4th PoC took place in Bonn and Prague, June 2017 

• Service Providers / Operators: Deutsche Telekom (lead), Telefónica, AT&T, Orange (observer) 



Overarching objectives for PoCs 2/3/4

Intel Confidential 



Basic architecture for ONF Wireless PoCs 2,3,4



CENTENNIAL

• CENTENNIAL is the open source project being used for (and by)  
the ONF Wireless Project to deliver code that implements the 
microwave (and now more generalized model) defined by the ONF 
Wireless WGs.

• Applications developed in the context of the PoC are also available 
in CENTENNIAL project repository.



5th Proof-of-Concept October 2017



Special thanks to the Community!   
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First Joint ONF/ONAP Demonstration with SDN-R

George Clapp



ONF Open Transport Working Group -
Wireless Transport Project – Proof-of-Concept Demo



Vendor Type of test devices Location of test devices Connected via (location of ODL SDN controller)

ADVA
2x ETH switch

Open SDN & NFV Lab, Berlin, Germany Sendate-Cloud in Berlin, Germany
3x ROADM

AltioStar RRH WinLab, NJ, USA OWL-cloud (WinLab) in NJ, USA

Ceragon Simulator VM inside DT-Cloud, Prague, Czech Republic DT-Cloud in Prague, Czech Republic

CommScope DAS WinLab, NJ, USA OWL-cloud (WinLab) in NJ, USA

DragonWave-X

6x MW devices

4x Horizon Compact Plus (HC+)

2x Horizon Quantum

Ottawa, Canada DT-Cloud in Prague, Czech Republic

2x MW devices AT&T Lab, NJ, USA AT&T-cloud in NJ, USA

Ericsson* 4x MW devices WinLab, NJ, USA OWL-cloud (WinLab) in NJ, USA

Intracom Telecom
2x MW devices

OmniBAS OSDR ODU
Athens, Greece DT-Cloud in Prague, Czech Republic

Nokia* 2x MW devices AT&T Lab, NJ, USA AT&T-cloud in NJ, USA

SIAE
2x MW devices

AGS20 IDU split-mount
Milan, Italy DT-Cloud in Prague, Czech Republic

ZTE* 2x MW devices Tianjin, China DT-Cloud in Prague, Czech Republic

ONF / ONAP joint PoC participants and locations

Remote Radio Head

Reconfigurable Optical
Add-Drop Multiplexer

Distributed Antenna System



Basic Architecture for ONF Proof-of-Concept Demo’s
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Common Information Model

ONF Technical
Recommendation (TR) 532



Simplified Architecture for ONF / ONAP Joint PoC 
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SDN-R Web-based GUI Using OpenDaylight DLUX



SDN-R Functions



Inventory



Drill Down to Components within a Network Element



NETCONF Connected Network Elements



ONAP Active and Available Inventory



Established SDN-R as a Subproject of SDN-C



Community Labs in North America

ONAP Wireless Lab (OWL)



WINLAB / ORBIT

Center’s research portfolio spans information theory, radio technology, wireless systems, mobile networks and computing

WINLAB Tech Center Facility

WINLAB founded in 1989 as a collaborative 
industry-university research center with 
specialized focus on wireless networking

~25 faculty/staff, most from the ECE and CS departments 
at Rutgers

~40-50 grad students (80% PhD, 20% MS)

Extensive experimental research infrastructure including ORBIT & GENI testbeds, SDR, SDN, …

Dynamic Spectrum Future Internet Arch. Edge Cloud Connected Vehicle

Low Power IoT Device ORBIT Radio Grid Testbed GENI Rack CloudLab RackSDNSDRMassive MIMO



Thank You!
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BACKUP SLIDES





• Support a hybrid network consisting of PNF & VNF across RAN, WAN and EPC

• Support Design, Deploy, Monitor and Management of  Network Slice(s)

• Design studio (SDC) enhancement

• Component models: e.g., RAN VNFs, Core VNFs, PNFs, etc.

• E2E model(s): e.g. service chain (tosca) topology, policy model(s)

• AAI enhancements to capture topology & inventory

• SO / App-C / DCAE / Policy enhancements to support for PNF and slice lifecycle management, slice deployment and 

management

• DCAE / Policy enhancements to support open framework for near-real time network optimization, conflict resolution 

during design time as well as run time across multiple microservices

• OOF enhancements to support multi-cloud and 5G network optimizations

New Challenges in 5G Use Case


