lllustrative Sequence Diagrams
for Residential Broadband vCPE Use Case
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Residential Broadband vCPE Use Case Model: Infrastructure Flows

Note that in this table “_X” indicates applicability to
both the “ HEAT” and “_TOSCA” approaches.

m Service Level Flow Resource Level Flow | SDNC Northbound API SDNC DG

vCpeCorelnfra_X

vGMuxInfra

vBnginfra

BNG_MUX

BRG_EMU

vCpeResCust

"

Generic Service

“

“

Generic Service

o

Generic Service
“"
Generic Service

Generic Service

Custom [New]

“

“"

vCpeCorelnfraVnfs_X (VNF)
CPE_PUBLIC (Network)
CPE_SIGNAL (Network)
vGMUX (VNF)

MUX_GW (Network)

VBNG (VNF)

BRG_BNG (Network)
BNG_MUX (Network)

BRG_EMU (VNF)

TunnelXConn (AR)
VG (VNF)

BRG (PNF)

Generic VNF

Generic Ntw

Generic Ntw

Generic VNF

Generic Ntw

Generic VNF

Generic Ntw

Generic Ntw

Generic VNF

Custom [New]

Generic VNF

Custom [New]

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

GENERIC-RESOURCE

Generic DG
Generic DG
Generic DG
Generic DG
Generic DG
Generic DG
Generic DG
Generic DG

Custom Process
(Event Handling)

Custom DG [New]
Generic DG

Custom DG [New]

For simple Services which
include only simple networks
and VNFs (e.g., with no multi-

data instances that map to
different VF Modules), there

is an SO “Generic Service”
flow (“top level flow”) that
calls the Generic VNF and/or
the Generic Network
resource-level flows. The

SDNC functionality is also

“generic” such that only
modeling and configuration is
needed to drive SDNC
behavior for a specific VNF
type. For example, this SDNC
generic VNF flow can
automatically assign the IP
Addresses if pre-loaded. For
“Generic VNF” the IP

Addresses are pre-loaded.
E.g., pre-load 25 vG instances

with their assignments pre-
populated. SDNC keeps track
of which instances have/have
not been assigned. Itis
expected that these SO and
SDNC assets will be leveraged.

B
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Residential Broadband vCPE Use Case Model: vCpeResCust & vGMuxInfra Topology

TunnelXConn AllottedResource:

TOSCA HEAT
Requirement:
vCpeResCust Service: Tunn6|XC0n,n_|Capabllltv

topology template:
|
|
|
|
|
|

node_templates:
TunnelXConn (AllotRes): BRG PNF Resource:
BRG (PNF):
vG (VNF): vG VNF Resource: ;
____________ VG (VFC) ,'
e T~ vG VF Module: /
|—| e ////
vGMuxInfra Service:
topology template:
node_templates: MUX_GW Network Resource:
MUX_GW (Ntw):
vGMux (VNF) vGMUX VNF Resource:
ilities: vGMUX (VFC)
Capabilities . vGMUX VF Module:
TunnelXConnCapability
—




Residential Broadband vCPE Use Case Model: vBnglinfra and BNG_MUX Topology

vBnglnfra Service:
topology template:
node_templates:
vBNG (VNF):

BRG_BNG (Network):

BNG_MUX Service:
topology_template:
node_templates:

BNG_MUX (Network):

TOSCA HEAT

vBNG VNF Resource:
vBNG (VFC)

BRG_BNG Network Resource:

vBNG VF Module:

BNG_MUX Network Resource:




Residential Broadband vCPE Use Case Model: BRG_EMU Topology (Use Case Only)

The BRG_EMU Service is an artificial construct to

leverage ONAP to instantiate the BRG Emulator, which
is implemented as a VNF in this Use Case. This Service TOSCA

would have no analogue in the “real world”.

BRG_EMU Service:
topology template:
node_templates:

HEAT

VBRG (VFC)

vBRG_EMU (VNF): vBRG_EMU VNF Resource:

The vBRG_EMU VNF has no modeling relationship with the BRG
PNF which is referenced in the vCpeResCust Service. The BRG PNF
is designed to be useful in the “real world” in which a BRG is a true
PNF, whereas the vBRG_EMU VNF is a construct that is useful only

for standing up the BRG Emulator used in this Use Case.

vBRG_EMU VF Module:




Residential Broadband vCPE Use Case: vCpeCorelnfra Topology

vCpeCorelnfra_Heat Service:
topology template:
node_templates:
CPE_PUBLIC:
CPE_SIGNAL:

CPE_PUBLIC_HEAT Network Resource

CPE_SIGNAL_HEAT Network Resource

vCpeCorelnfraVnfs_HEAT:

vCpeCorelnfraVnfs_HEAT VINF Resource:
vCpeCorelnfraVnfs_H (VFC)

vCpeCorelnfra_Tosca Service:
topology_template:
node_templates:
CPE_PUBLIC:
CPE_SIGNAL:

vCpeCorelnfraVnfs_TOSCA:

CPE_PUBLIC_TOSCA Network Resource

CPE_SIGNAL_TOSCA Network Resource

vCpeCorelnfraVnfs_ TOSCA VNF Resource:
vDHCP (VM)
VAAA (VM)
vDNS+DHCP (VM)

TOSCA HEAT

vCpeCorelnfraVnfs_H VF Module:
vDHCP (VM)
VAAA (VM)
vDNS+DHCP (VM)

TOSCA HEAT

VDHCP (VM)
VAAA (VM)
VDNS+DHCP (VM)
o



Residential Broadband vCPE Use Case Model: Infrastructure Instantiation Sequencing

Manual
sequencing
via VID

Generic Service
Flow [Existing

vCpeCorelnfra_X Service:
topology_template:
node_templates:
CPE_PUBLIC:
CPE_SIGNAL :
vDNS+DHCP_X:

Generic Service

BNG_MUX Service:
topology template:
node_templates:
BNG_MUX:

CPE_PUBLIC Ntw:

© | CPE_SIGNAL Ntw:

Generic VNF

Flow [Existing
Generic VNF

Flow [Existing

BNG_MUX Ntw:

1 __

As part of the “Assign” operation, SDNC assigns
the “10.1” subnet to this network instance.

Generic Ntw
Flow [Existing

@ vCpeCorelnfraVnfs_X VNF:
Flow [Existing

e

=



Residential Broadband vCPE Use Case Model: Infrastructure Instantiation Sequencing

In Release 1 this sequencing of the vGMuxInfra Resources
will be accomplished via the Generic SO Service-Level

Generic Service which always instantiates Networks before VNFs.
vGMuxInfra Service: Flow [Existing

topology template:
node_templates:

MUX_GW (Network): © MUX_GW Ntw: Generic Ntw
VGMux (VNF):

Flow [Existing

Robot will remember...

As part of the “Assign” operation, SDNC assigns

the “10.3” subnet to this network instance.
@ vBnglnfra Service: o HEAEI
topology_template: @ BRG_BNG Ntw:
node_templates: Flow [Existing

BRG_BNG (Network):
VBNG (VNF):

@ | VBNG VNF:
Generic VNF

As part of the “Assign” operation, SDNC determines that the VNF must connect to two networks: BRG_BNG —
“10.3” and BNG_MUX “10.1”. It also assigns the IPs “10.3.0.1” and “10.1.0.10” at these networks. As part of e
the “Activate” operation, SDNC configures a static route between the 10.3 and the 10.1 subnets.




Residential Broadband vCPE Use Case Model: Instantiation Sequencing

Manual
sequencing
via VID

> R

Service Level
(TOSCA)

Generic Service

BRG_EMU Service:
topology_template:
node_templates:
BRG_EMU (VNF):

Robot is acting as a BSS emulator,
and is kicked off automatically
upon detecting that the BRG MAC
Address has registered.

ROBOT

®

Ne

vCpeResCust Service:
topology template:
node_templates:
——> TunnelXConn (AllottedResource):
5 VG (VNF):
BRG (PNF):

Depends On |

Depends On |

[ —

VNF Level
(TOSCA)

BRG_EMU VNF:
Generic VNF
Flow [Existing

PNF Level
(TOSCA)

Allotted Resource
(TOSCA)

@

This sequencing of the vCpeResCust Resources will be accomplished
via a custom vCpeResCust SO Service-Level workflow in Release 1.
In Release 2+ we hope a generic Service-Level workflow can
perform sequencing from dependencies modeled in SDC.

ﬂ TunnelXConn AllottedResource:

Vs
G

eneric VNF

BRG PNF:
C

=
'oo

ustom




Residential Broadband vCPE Use Case Model: vCpeResCust & vGMuxInfra Inventory
Instance Example

Instance “J”

[vG VF Module Instance }

| VG VNF Instance | .+*"
llllllIlllllllIllllllll-'---- Instance ”)(”

vCpeResCust Service Instance

/nStanCE “N” ... ....l...lllllllll..
.~.,.. TunnelXConn AllottedResource Instance
L
e, Instance “N”
Yo, v
..... .:
L4 ... ‘.'
penmEEEaa,, “*+,.| BRG PNF Instance o
o Tt Instance “Y” oo
. ...... “‘
0’00 .....".l.. “““
[ vGMuxInfra Service Instance }
Instance “B”

Instance “K”
Instance “Z”

0.0." ...'........{VGMUX VNF Instance }----.----------[VGMUX VF MOdUle Instance}

L 4

.”., MUX_GW Network Instance
Instance “Z”




Residential Broadband vCPE Use Case Model: BRG_EMU and vCpeCorelnfra Inventory
Instance Example

Instance “A” Instance “U”

BRG EMU Service Instance VBRG VNF Instance | __,..es=="® VBRG VF MOdUIe,,IDStance
— e S L essssnnnnnnnnnnnnnnnnnnnnnnmn o N HLEAHEE L saan Instance “J




Residential Broadband vCPE Use Case Model: BRG_EMU and vCpeCorelnfra Inventory
Instance Example

Instance “X” Instance “L”

[vCpeCorelnfraans_H EAT VNF Instance } L [ vCpeCorelnfraVnfs_HEAT VF Module Instance }

0“ 4
vCpeCorelnfra_HEAT Service Instance CPE_PUBLIC Network Instance
Instance “C” Instance “Y”

0. \

Instance “Z”

’0‘ 4
*s,| CPE_SIGNAL Network Instance }

vCpeCorelnfraVnfs_TOSCA VNF Instance
o Instance “X”

vCpeCorelnfra_TOSCA Service Instance |.........| CPE_PUBLIC Network Instance No VF Modules on the TOSCA VNF.
Instance “D” Instance “Y”

“..| CPE_SIGNAL Network Instance —
Instance “Z”




Residential Broadband vCPE Use Case Model: vCpeResCust & vGMuxInfra Topology

o Instance “K”
Instance “V

|

vBNG VF Module Instance
{VBNG VNF Instance } ...............

{ vBnglinfra Service Instance I
Instance “B”

“**«....| BRG_BNG Layer 3 Network Instance
Instance “K”

BNG_MUX Service Instance | ............... BNG_MUX Layer 3 Network Instance
Instance “C” Instance “K”




The Cloud Region object in A&Al is created via the ESR (A&Al) portal

A&AI Deta i I Exa m p I e «  User inpuls backend Cloud information into ESR portal

+  User triggers VIM register service exposed by Multi VIM which will trigger registry implements in different
WIM plugins ta fill in VIM Model information into A
+ Each plugin handles AAl query about the backend Cloud information for backend Cloud operations

i . Generic
Service Instance Generic VNE

“Lower Level” VF Module

Service Instance

“Upper Level”

Key: vServer (VM)

- Hosthame

Created by...

Auth Info

L Interface
SO Allotted Rsc Inst [
: Cloud Region
IP Address List & ;
- Keystone Identity URL
ESR |
Subnet
Multi-VIM plans to create the Tenant,
Flavor, and Image objects in A&AI L3 Network
?7?? when a new VIM is instantiated. MUX GW Ntw
(and not critical =

for use case)

???
“Cloud_Region” is a representation of a unique cloud instance which has ——

e
geographical significance. Multi-VIM expects SO to pass the Cloud_Region @
Id in with the request along with the Keystone Identity URL.

(but critical for




Residential Broadband vCpeCorelnfra_X Data

Service Level

The Generic Service flow doesn’t call
“homing”. Rather it works off of
separate (non-TOSCA) fielded attributes
in the Svc Instantiation API for Cloud Resource I—eVEI

Configuration Data, which includes
Cloud_Region and Cloud_Tenant. 0

—M
?
vCpeCorelnfra_X Service: Flow [Existing
topology_template:
node_templates:
CPE_PUBLIC (Network)
CPE_SIGNAL (Network)
vCpeCorelnfraVnfs_X (VNF)
Input Attributes:
{NULL Set}

As part of the Network-level “Assign”
operation, SDNC assigns the network name and
the “10.4” subnet to this network instance.

As part of the VNF-level “Assign” operation, SDNC
determines that this VNF must connect to three
network types. There is no infrastructure-level

configuration of the VNFs needed.

CPE_PUBLIC Network:

Input Attributes: 1
{NULL Set}

Assignable Attributes:
Subnet

eCPE_SIGNAL Network:

Input Attributes:
{NULL Set}

Assignable Attributes:
Subnet

vCpeCorelnfraVnfs_X VNF:
Input Attributes:
{NULL Set}

Assignable Attributes:
Ext_Conn_Pt (CPE_PUBLIC)
Ext_Conn_Pt (CPE_SIGNAL)
Ext_Conn_Pt (ONAP_OAM)

Configuration Attributes:
{NULL Set}

As part of the Network-level “Assign”
operation, SDNC assigns the network name and
the “10.2” subnet to this network instance.

VF Module Level (HEAT)

vCpeCorelnfraVnfs HEAT VF Module:
Input Attributes:
{NULL Set}

Assignable Attributes:
CPE_PUBLIC_IP
CPE_SIGNAL_IP_DHCP
CPE_SIGNAL_IP_AAA
OAM_IP_DHCP
OAM_IP_AAA
OAM_IP_DNSnDHCP

“Assign” operation, SDNC assigns

As part of the VF Module-level

the IPs on each of the networks




Residential Broadband vCPE Use Case Model: BRG_EMU Service Data Mappings

Service Level |

The Generic Service flow doesn’t call
“homing”. Rather it works off of
separate (non-TOSCA) fielded attributes
in the Svc Instantiation API for Cloud
Configuration Data, which includes
Cloud_Region and Cloud_Tenant.

BNG_MUX Service:
topology template:
node_templates:
BNG_MUX (Ntw):
Input Attributes:
{NULL Set}

Generic Service
Flow [Existing

Resource Level

BNG_MUX Network:
Input Attributes:
{NULL Set}

Assignable Attributes:

Subnet

As part of the Network-level “Assign”
operation, SDNC assigns the network name and
the “10.1” subnet to this network instance.




Residential Broadband vCPE Use Case Model: vGMuxInfra Service Data Mappings

Service Level

As part of the Network-level “Assign”
operation, SDNC assigns the “10.5”
subnet to this network instance.

The Generic Service flow doesn’t call
“homing”. Rather it works off of
separate (non-TOSCA) fielded attributes
in the Svc Instantiation API for Cloud
Configuration Data, which includes
Cloud_Region and Cloud_Tenant.

vGMuxInfra Service:
topology template:

node_templates:
vGMux (vVGMUX):

Input Attributes:
{NULL Set}

MUX_GW (Network):

Generic Service
Flow [Existing

As part of the VNF-level “Assign” operation, SDNC determines that
the vGMUX must connect to three network types. SDNC assigns
the network names for each. SDNC uses the TOSCA to determine
that these connection points need to be assigned; SDNC returns a
structure to SO, which SO maps to the HEAT. There is no
infrastructure-level configuration of the vGMUX needed.

Resource Level

MUX_GW Network:

Input Attributes:
{NULL Set}

Assignable Attributes:
Subnet

VF Module Level

“10.0.101.20” on these three networks

As part of the VF Module-level “Assign”
operation, SDNC assigns the IPs
“10.1.0.20”7, “10.5.0.20” and

VGMUX VNF: ©
Input Attributes:
{NULL Set}

Assignable Attributes:
Ext_Conn_Pt (BNG_MUX)
Ext_Conn_Pt (MUX_GW)
Ext_Conn_Pt (ONAP_OAM)
VNI Pool

Configuration Attributes:
{NULL Set}

vGMUX VF Module:

Input Attributes:
{NULL Set}

Assignable Attributes:
vGMUX_WAN_IP (BNG_MUX)
vGMUX_LAN_IP (MUX_GW)
OA&M_IP (ONAP_OAM)




Residential Broadband vCPE Use Case Model: vBNG Service Data Mappings

Service Level Resource Level

As part of the VF Module-level “Assign”
operation, SDNC assigns the IPs “10.4.0.3”,
“10.1.0.10”, “10.3.0.1”, and “10.0.101.10”
BRG_BNG Network: to these networks, respectively.

Input Attributes:

vBnglnfra Service: Flow [Existing Assignable Attributes:

As part of the Network-level “Assign”
operation, SDNC assigns the “10.3” @
subnet to this network instance.

topology template: Subnet
N BNG VF Module:
node_templates: v
_BNG? Input Attributes:
v 0 The Generic Service flow doesn’t call {NULL Set}
BRG_BNG “homing”. Rather it works off of i )
Input parameters: separate (non-TOSCA) fielded attributes @ Assignable Attributes:
{(NULL Set} in the Svc Instantiation API for Cloud vBNG VNF: CPE_SIGNAL_IP
e Configuration Data, which includes Inbut Attributes: BNG WAN IP
Cloud_Region and Cloud_Tenant. P ’ - -
{NULL Set} BRG_BNG_IP
Assignable Attributes: OA&M_IP
Ext_Conn_Pt (CPE_SIGNAL)
As part of the VNF-level “Assign” operation, SDNC determines that Ext_Conn_Pt (BNG_MUX)
the vBNG must connect to four network types. SDNC assigns the Ext Conn Pt (BRG BNG)
network names for each. SDNC uses the TOSCA to determine that - - .
these connection points need to be assigned; SDNC returns a E)'<t_Cor.m_Pt (C_)NAP—OAM)
structure to SO, which SO maps to the HEAT. There is no Configuration Attributes:
infrastructure-level configuration of the vBNG needed. {N ULL SET} ",




Residential Broadband vCPE Use Case Model: BRG_EMU Service Data Mappings

The Generic Service flow doesn’t call
“homing”. Rather it works off of
separate (non-TOSCA) fielded attributes The BRG_WAN_MAC_Address is
in the Svc Instantiation API for Cloud communicated via the BRG HEAT.
Configuration Data, which includes
Cloud_Region and Cloud_Tenant.

Service Level Resource Level VF Module Level
Generic Service
®BRG_EMU Service: Flow [EXStng
topology_template: (14 VvBRG_EMU VF Module:
node_templates: VBRG_EMU VNF: Input Attributes:

BRG_EMU (VNF): Input Attributes: | ...> BRG_WAN_MAC_Address
Input Attributes: veeenend]  BRG_WAN_MAC_Address -+ Mapped From AssignaEIe Attributes:

BRG_WAN_MAC_Address | === Mapped From Assignable Attributes: {NULL SET}

Ext_Conn_Pt (BRG_BNG)
Configurable Attributes:
{NULL SET}

There is a feature in 1710 whereby the generic Service Level flow converts Service-Level Input Attributes into a MAP that is then
sent as an input into every subtending building block (VNF level and VF Module level). We will rely on that feature. If for some
reason that feature doesn’t make it into ONAP R1, we will depend on the “a la carte” method to instantiate the BRG_EMU

Service, VNF, and VF Module. In an “a la carte” method, the MAC Address would only be on the VF Module level input. E”’{




Residential Broadband vCPE Use Case Model: vCpeResCust Input Data Mappings (R1)

Service Level

vCpeResCust Service:
topology_template:
node_templates:
VG (VNF):

TunnelXConn (AllottedResource): ;

BRG (PNF):
Input Attributes:

vGMxulnfra_UUID

vGMux_Cloud_Region
Homing Attributes:

vGMuxInfra_UUID

.
“‘
*
*
*
g
0
L)

Mapped From  |...-

...........
L]
L]
L
3
3

The Input Data for the vCpeResCust Resources
will be mapped by the custom vCpeResCust SO
Service-Level workflow in Release 1. In
Release 2+ we hope a generic Service-Level
workflow can derive this data mapping from
information contained in the SDC model.

Allotted Resource

TunnelXConn AllottedResource:
Input Attributes:

---» BRG_WAN_MAC_Address
Assignable Attributes:

*

VGMUX_Bearer_IP .....
Configuration Attributes: -]
Xconn: {BRG_WAN_IP, VNI}

PNF Level

As part of the VNF-level “Assign” operation, SDNC determines that the vG must connect to
three network types. SDNC assigns the network names for each. SDNC also looks up the
vGMUX_LAN_IP (10.5.0.20). SDNC will configure the vG_LAN_IP, VNI, and vGMUX_LAN_IP.

"""""""""" Q(o((\ Input Attributes:
VGMUX_LAN_IP wreesernmsnrnmsinnnshns o

~
.
‘e

@

BRG PNF:
Key: Mapped From

BRG_WAN_MAC_Address

Mapped From Input Attributes:

VGMUX_Bearer_IP <"
1> VNI
“r*> BRG_WAN_MAC_Address

Assignable Attributes:

{NULL Set}
Configuration Attributes:

vBRG_WAN_IP

VNI

vGMUX_Bearer_IP

o
-"‘
.

VNF Level \

@vG VNF:

.............. > VNI
............ TS VGMUX_LAN_IP
Assignable Attributes:
Ext_Conn_Pt (CPE_PUBLIC)
Ext_Conn_Pt (MUX_GW)
Ext_Conn_Pt (ONAP_OAM)
Configuration Attributes:
vG_LAN_IP
VNI
vGMUX_LAN_IP

VF Module Level

vG VF Module:

Input Attributes:
{NULL Set}

As part of the VF Module-level “Assign” Assignable Attributes:
operation, SDNC assigns the IPs L VG_LAN_lP (MUX_GW)

“10.5.0.21” and “10.0.101.30” on these
the MUX_GW and ONAP_OAM networks OA&M_IP (ONAP_OAM)




Residential Broadband vCPE Use Case Model: vCpeResCust Input Data Mappings (R1)

Service Level

vCpeResCust Service:
topology_template:
node_templates:
VG (VNF):

TunnelXConn (AllottedResource): ;

BRG (PNF):
Input Attributes:

Customer_Location
Homing Attributes:
Customer_Location

...........
L]
L]
L
3
3

The Input Data for the vCpeResCust Resources
will be mapped by the custom vCpeResCust SO
Service-Level workflow in Release 1. In
Release 2+ we hope a generic Service-Level
workflow can derive this data mapping from
information contained in the SDC model.

.
“‘
*
*
*
g
0
L)

Mapped From  |...-

*

Mappéd From

Allotted Resource

TunnelXConn AllottedResource:
Input Attributes:

---» BRG_WAN_MAC_Address
Assignable Attributes:

VGMUX_Bearer_IP .....
Configuration Attributes: ...

Xconn: {BRG_WAN_IP, VNI}

PNF Level

As part of the VNF-level “Assign” operation, SDNC determines that the vG must connect to
three network types. SDNC assigns the network names for each. SDNC also looks up the
vGMUX_LAN_IP (10.5.0.20). SDNC will configure the vG_LAN_IP, VNI, and vGMUX_LAN_IP.

"""""""""" Q(o((\ Input Attributes:
VGMUX_LAN_IP wreesernmsnrnmsinnnshns o

~
.
‘e

Ext_Conn_Pt (CPE_PUBLIC)

@

BRG PNF:
Key: Mapped From
BRG_WAN_MAC_Address
Input Attributes:
VGMUX_Bearer_IP <"
1> VNI
“r*> BRG_WAN_MAC_Address
Assignable Attributes:
{NULL Set}
Configuration Attributes:
vBRG_WAN_IP
VNI
vGMUX_Bearer_IP

o
-"‘
.

VNF Level \

@vG VNF:

............. > VNI
.......... ...> VGMUX_LAN_IP
Assignable Attributes:

Ext_Conn_Pt (MUX_GW)

Ext_Conn_Pt (ONAP_OAM)
Configuration Attributes:

vG_LAN_IP

VNI

vGMUX_LAN_IP

VF Module Level

vG VF Module:

Input Attributes:
{NULL Set}

As part of the VF Module-level “Assign” Assignable Attributes:
operation, SDNC assigns the IPs L VG_LAN_lP (MUX_GW)

“10.5.0.21” and “10.0.101.30” on these
the MUX_GW and ONAP_OAM networks OA&M_IP (ONAP_OAM)




Residential Broadband vCPE Use Case Model: Homing Policies (Release 2)

vCpeResCust Service: Homing_Policy: Latency {Customer Location, TunnelXConn} < X ms
topology_template: /"7 —
node_templates: I A
. \a \\\\\ . ~_
TunnelXConn (A“OttedResource)' \\\ ‘ SDC should, in the future, be able to
vG (VNF): e N . derive the “Homing Input” attributes
BRG (PN F): "‘~~__~ \\‘ h for a given Service type by determining
PN d e ‘ which homing policy variables have no
‘\\ ~ 1 defined source.
\ -
\ — B
‘ =
')

Homing_Policy: Affinity {TunnelXConn, vG} <Same Cloud Zone>




Generic
Service Level
Processing

onap_uc_Generic_Service.html

Generic Service Instantiation Flow

Client

Catalogue

SO
(Service Level):
Sensve: <=Svchame=

Create Gengric Service Instance
(Type=<SvgMName=, Cloud_Config_Data) _

ALA

_ Ack (UUID

Get SveTemplate

_ (Type=<SvcName=)

Mote that this diagram must be updated to incorporate
the correct OMNAP internal APl names. For now only intuitive
names have been used for the sake of readability.

=< Svchame> UUID) |

[

Client

Assign Service Instance
Inventory Object UUID ()

Create Service Instance Inventory Object (Type=<Svchame=,UUID)

Decompose
1
]
]
]
]
]
]
]
|
|
|

<1

Catalogue

S0
(Service Level):
Gensve: <Svchlame=

k.
Fo
I

S0 Generic Service Level flow calls the "Decomposition Building Elock", s
"Decompose" consists of parsing the TOSCA Service Template content
to determine the complete set of Resource Mode Types. Also included
is determining the sequence between the template Node Types based
on the template content, which we will assume to be as follows:

* <\nfName= WNF

* <ptwMName> MNetwork

Internal Homing

The Generic Service flow doesn’t call “haming”.
Rather it works off of separate (non-TOSCA) fielded
attributes in the Svc Instantiation AP for Cloud
Configuration Data, which includes Cloud_Region
and Cloud_Tenant.,

ALA
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=SvcName> Resource-Level Instantiation for «<NtwName> Network

SO [Existing]
(Service Level):
Gensve: <SvchName>

SO [Existing]
(Resource Level:
Genvnf: <NtwName>)

SDMNC WIM HEAT

First bring the <NtwName> network instance online

Create Generic MNtw Instance
(Type=<NtwName:=)

/

In the current implementation, the Generic Service-Level flow is coded to
instantiate all Networks prior to instantiating any WNFs. If there are multiple
Metwaorks in the decomposed Service Structure, then the Metworks are instantiated

Assign Ntw UUID()

| Create Ntw Inventory Instance

i (Type=<MNtwName=,UUID)

-

Assign Generic Network I[Type:c:I[Nthame:b, UuID)

.
o

_ Get Generic Network Assignme'nts (Uuip)

the HEAT.

The Service Orchestrator will populate

I\ | Generate HEAT

The Cloud_Region was passed in the original &
Service Instantiation request input.

' [Type=<NtwMame=)

Instantiate Workload (Template=

HEAT, Cloud=<Cloud_Region=)

)
> | in an indeterminate order. In the (hopefully near) future this will be changed '
1| such that the Service-Level flow sequencing is driven from the Service-Level TOSCA. |

SDMC assigns the "name” for the network instance
as well as the subnet. Assignments are driven
from the TOSCA Madel of the MNetwork.

Activate Ntw (Type=<MtwhName®, UUID)

instantiate <MtwName=

(Senvice Level):
Gensve: <SvchName>

(Resource Level:
Genvnf: <NtwName=)

: X : Infrastructure -
! ! ! Update Ntw Instance |
| i i Inventory Object (UUID) |
| :_, Success | )
|_ Success X \ \
= : : :
SO [Existing] SO [Existing] ALA SONC WM HEAT
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Client |

=SvcName= Resource-Level Instantiation for <VVnfMame= VNF

SO [Existing]
(Service Level):
GensSvc: <SvchName>

SO [Existing]
(Resource Level:
Genvnf: <WnfName:=)

SDNC VIM

Next bring the <Vn

fName> VNF instance online J

Create Generic Wnf Instance
(Type==vnfName=)

L,
=

SDNC selects the network type(s) to connect
to this WNF as per the WNF Model. Assignments

such that the Service-Level flow sequencing is driven from the Service-Level

In the current implementation, the Generic Service-Level flow is coded to
instantiate all Metworks prior to instantiating any WNFs. If there are multiple
WVINFs in the decomposed Service Structure, then the VINFs are instantiated

TOSCA.

Assign vnf UUID()

| Create Wnf Inventory Instance

i (Type==<WvnfName=,UUID)

' in an indeterminate order. In the (hopefully near) future this will be changed

=

{uuID)

I Assign Generic WINF Network Resource

Model of the WNF.

the HEAT.

The Service Orchestrator will populate IT

Service Instantiation request input.

The Cloud_Region was passed in the ariginal IT

3 b .
are driven from the TOSCA Model of the Metwork., ! -
For each VF Module in the VNF Model definition J !
! ' Assign WF Module UUID () !
) | Create VF Module Inventory )
i i Instance (Type=<WVnfName=, UUID) 1
SDMC assigns the network IP Addresses. A
Assignments are driven from the TOSCA Assign Generic WF Module Netwark Resources (UUID) -

Generate HEAT

P

_ Get Generic VF Module Metwork Resolrces (UUID)

Instantiate Workload (Template=HEAT, Cloud=<Cloud_Region=)

\J

Infrastructure

instantiate <\/nfName=

L
Z-

instantiate <\/nfName=

! ! ! | | Infrastructure -
! | Update VF Module Instance ! i |
i i Inventory Object (UUID) o ' !
! | Activate vnf (UUID) | - | |
! ! | Update VNF Instance X |
! ! I Inventory Object (UUID) ! !
| :, Success i : i |
:, Success | | | | |
— T T T T T
i Note: not all operations are shown, such | | | |

Success() || as setting status in A&Al and SDN-C. IT i i i |

Client | S0 [Existing] S0 [Existing] SDNC VIM HEAT KWVM

(Service Level):
GensSvc: <SvchName>

(Resource Level:
Genvnf: <WnfName:=)
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vCpeCorelnfra_ HEAT and vCpeCorelnfra_ TOSCA Service Instantiation - Page 1

Catalogue

S0 [Existing]
(Service Level):
Gensvc: vCpeCorelnfra

S0 [Existing]
(Resource Level:
vGenvnf: Various) ARA|

Create Geheric Service Instance
(Type=vCpeCoreinfra,
Cloud_Corffig_Data)

- Ack

Get SvcTemplate
_ (Type=wCpeCorelnfra)

!

'| Mote that this diagram must be updated to incorporate
1| the correct ONAP internal API names. For now only intuitive
|| names have been used for the sake of readability.

! Assign Service Instance
i Inventory CObject UUID ()

(UUID=vCpeCorelnfra UUID)

[

Create Service Instance Inventory Object (Type=vCpeCorelnfra,UUID)

Decompose

S0 Generic Service Level flow calls the "Decompaosition Building Block", B
"Decompose" consists of parsing the TOSCA Service Template content
to determine the complete set of Resource Mode Types. Also included
is determining the sequence between the template Node Types based
on the template content, which we will assume to be as follows:

* CPE_PUBLIC

* CPE_SIGMAL

* wCpeCorelnfrav/nfs VNF

Internal Homing

The Generic Service flow doesn’'t call "homing”.
Rather it works off of separate (non-TOSCA)] fielded
attributes in the Swve Instantiation API for Cloud
Configuration Data, which includes Cloud_Region
and Cloud_Tenant,

Catalogue

S0 [Existing]
(Service Level):
Gensvc: vCpeCorelnfra

SO [Existing] ARA
(Resource Level:
vGenvnf: Various)
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vCpecCorelnfra_HEAT Resource Instantiation - Page 1

SO [Existing]
(Senvice Level):
Genswvc: vCpeCorelnfra

SO [Existing]
(Resource Level:
Genvnf: CPE_PUBLIC_HEAT)

AGA

SDMNC

WM

HEAT

As per the Node Type dependencies captured in the vCpeCorelnfra T

0SCA, next bring the CPE_PUBLIC

|
HEAT network instance online J/

Create Generic MNtw Instance
(Type=CPE_PUBLIC_HEAT)

Assign Ntw ULID()

I
|
|
|
|
|
T

1 Create MNtw Inventory Instance

! (Type=CPE_PUBLIC_HEAT,UUID) >

Assign Generic Metwork [Type=CPE_PUBLIC_HEAT, UUID)

Get Generic Network Assignments (UUID)

v

SDHNC assigns the "name” for the network instance
as well as the subnet ("10.2.0.0/24"),

]

Generate HEAT

the HEAT.

The Service Orchestrator will populate j

(Type=CPE_PUBLIC_HEAT)

Instantiate Workload (Template=HEAT, Cloud=<Cloud_Region)

[
I I 1 1
! ! ! ! ! instantiate CPE_PUBLIC_HEAT !
i | | i i Infrastructure !
| | Activate Ntw (Type=CPE_PUBLIC_HEAT, UUID) o | |
| | | Update Ntw Instance | | |
! ! ' Inventory Object (UUID) ! ! !
! ' Success ! ! ! !
' Success ! | | ! !
: l l l : :

SO [Existing] SO [Existing] ALA SDNC Wi HEAT

(Service Level):
Gensvc: vCpeCorelnfra

(Resource Level:
GenVnf: CPE_PUBLIC_HEAT)
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vCpeCorelnfra HEAT Resource Instantiation - Page 2

50 [Existing]
(Service Level):
GenSvc: vCpeCorelnfra_HEAT

50 [Existing]
(Resource Level:
Genvnf: CPE_SIGMAL HEAT)

ALA

SDNC

WIM

HEAT

As per the Node Type dependencies captured in the vCpeCorelnfra HEAT TOSCA, next bring the CPE SIGNAL HEAT network instance online )/

: Create Generic MNtw Instance
(Type=CPE_SIGNAL_HEAT)

i
I
I
b
|
I

i Assign Ntw UUID()

Create Mtw Inventory Instance

(Type=CPE_SIGNAL HEAT,UUID) _

I
|
|
|
|
|
|
|
|
|
|
|
>
|

F

SDNC assigns the “name” for the network instance
as well as the subnet ("10.4.0.0/24").

]

Get Generic Network Assignments (UUID)

the HEAT.

The Service Orchestrator will populate &

Generate HEAT
(Type=CPE_SIGMAL_HEAT)

The Cloud_Region was passed in the original &

1
1
1
L
:
| Assign Generic Network (Type=CPE_SIGNAL_HEAT, UUID)

Instantiate Workload (Termplate=HEAT, Cloud=<Cloud_Region#)

[

Service Instantiation reguest input. ; i i > X
| | | | | instantiate CPE_SIGNAL_HEAT

! ! ! ! ! Infrastructure -

! | Activate Ntw (Type=CPE_SIGNAL_HEAT, UUID) ! ! !

! ! | Update Ntw Instance ! ! !

i i i Inventory Object (UUID) i i

: :_, Success | | : :

| Success \ \ : : |

: : ' : : :

S0 [Existing] S0 [Existing] A&A SODNC WM HEAT

(Service Level):
GenSvc: vCpeCorelnfra_HEAT

(Resource Level:
Genvnf: CPE_SIGMAL HEAT)




vCpeCorelnfra_HEAT Resource Instantiation - Page 4

SO [Existing] SO [Existing]

(Service Level): (Resource Level:
Robot | Gensvec: vCpeCorelnfra_HEAT GenVnf: vCpeCorelnfravnfs_HEAT) ABAl SDNC WM HEAT WM

Success()

Mote: not all operations are shown, such
as setting status in A&Al and SDN-C.

Robot | SO [Existing] SO [Existing] A&A SDNC VIM HEAT KWM

(Service Level): (Resource Level:
Gensvec: vCpeCorelnfra_HEAT GenVnf: vCpeCorelnfravnfs_HEAT)

1 1

vcpe Corelnfra HEAT ! As per the Node Type dependencies captured in the vCpeCorelnfra_HEAT TOSCA, next bring the vCpeCorelnfraVnfs_HEAT VNF instance online /J !
- ! ! Create Generic Vnf Instance | | A A i i

Resource Level i i (Type=vCpeCorelnfravnfs_HEAT) ! i i i i '
i i | Assign Vnf UUID() | | | i i

g | | | Create Vnf Inventary Instance | | | | |

X X | (Type=vCpeCorelnfra\/nfs_HEAT,UUID) _| | | | |

( vCpeCorelnfra ans_HEAT) ; - ; > ! ! ! !
i SDNC selects the network type(s) to connect | | I I I I

! to this WNF as per the WNF Model, in this case | ) ) . A A A i

! the "CPE_PUBLIC", "CPE_PUBLIC", and "ONAP_OAM" Assign Generic VMF Network Resources (JUID) > ) ) h

! networks., i X | | i i

i 7 | i i i i i

! For each VF Module in the VNF Model definition _/ | A A A i

! ! ! Assign VF Module UUID () ! ! ! X X

! | | Create WF Module Inventory Instance i i i X X

! ! | (Type=vCpeCorelnfravnfs_HEAT, UUID) | ) | )

! SDNC assigns the CPE_PUBLIC_IP, ! ... ’ X | | | |

! CPE_SIGNAL IP, and OAGM 1P IT Assign Generic WF Module Netwark Resoutces (UUID) > ! ! !

] 1 ] ] ] ] ] ]

! ! | _ Get Generic VF Module Network Resources (UUID) | | | A

i The Service Orchestrator will populate | Generate HEAT | | | i i

! the HEAT. ! : : : :

] [ ] ] ] ] ] ]

i The Cloud_Region was passed in the original ) | | st antiate workload (Template=HEAT, Cloud=<Cloud_Region=) | | | |

l Service Instantiation request input. ! T = T > | l

i | i i i i i i

onap_uc_vCPE_Corelnfra_p4.html ! ! ! ! ! | instantiate ! !
- = — — A A 1 | | | wCpeCorelnfravnfs_HEAT | |
! ! ! ! ! I Infrastructure . !

| | | | | | I instantiate |

! ! X X X X | vCpeCorelnfravnfs_HEAT |

| | | I I i 1 Infrastructure !

| | | Update WF Module Instance | | | | |

! ! ! Inventory Object (UUID) - | | i i

| i \ \ \ \ \ \

| 50 will send to SDN-C all of the Resource-level =) , .. | | | : :

! "Input Parameters" (TBD) : Activate vnf (UUID) - >! ! ! !

] 1 ] ] ] ] ] ]

! ! | | Update WNF Instance | i i X

I I i I Inventory Object (UUID) ' ' !

| | :, Success | | |

| :, Success | | | |

| — T T T T




vCpeCorelnfra_TOSCA
Resource Level
Processing
(vCpeCorelnfraVnfs_TOSCA)

To incorporate ARIA option, need to show that the SO Adaptor
determines from the SDC Model that the VNF is described using
TOSCA versus HEAT. In the former case the Adaptor will generate a

TOSCA document to forward to ARIA, rather than what is shown here.

Need to flesh out the interactions
between HEAT and OS and ARIA and OS
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BNG_MUX Service Instantiation

Gensve:

SO [Existing]
(Service Level):

BNG_MUX

SO [Existing]
{Resource Level:
vGenvnf: BNG_MUX)

Create Generic Service Instance
(Type=BN{_MUX, Cloud_Config_Data)

L

Get SvecTemplate
(Type=BNG_MUX)

Mote that instantiating a BNG_MUX Service instance entails "pre-conditioning” a specific
Cloud Region to be a member of that network. This includes configuring the "gateway router"
for that Cloud Region to make it & member of the BNG_MUX VPN,
the BNG_MUX network in OpenStack.

It also includes creating

|
|
|
|
|
|
[
|
|
|
|
|
|

Ack (UUID=BNG_MUX UUID)
- _|

| Assign Service Instance
! Inventory Object UUID ()

Create Service Instance Inventgry Object (Type=BNG_MUX,UUID)
; >

SO Generic Service Level flow calls the "Decomposition Building Block".
"Decompose" consists of parsing the TOSCA Service Template content
Decompose |to determine the complete set of Resource Node Types. Also included
is determining the sequence between the template Node Types based
on the template content, which we will assume to be as follows:

* BMG_MUX Network

Internal Homing

The Generic Service flow doesn’t call "homing®.
Rather it works off of separate (non-TOSCA) fielded
attributes in the Sve Instantiation API for Cloud
Configuration Data, which includes Cloud_Region

\ and Cloud_Tenant.
|

As per the Node Type dependencies c.ﬂatured in the BNG MUX Service TOSCA, next bring the BNG

MUX Network instance online /

(Type=BMNG_MUX)

Create Generic Ntw Instance

The Servi

Y

ce Orchestrator will populate IT

the HEAT.

Success
<

| Assign Ntw UUID()

| Create Ntw Inventory Instance
! (Type=BNG_MUX,UUID)

.

Assign Generic Network (Type=BNG_MUX, UUID)

Get Generic Network Assignments (UUID)

>

SDMC assigns the “name” for the network instance
as well as the subnet (*10.1.0.0/24").

]

-

| Generate HEAT
1 (Type=BNG_MUX)

I
|
]
|
' '
Instantiate Workload (Template=HEAT, Cloud=<Cloud_Region)

L

instantiate BNG_MUX
Infrastructure

L

i
Activate MNtw (Type=BNG_MUX, uuib)
i
i

Success

Update Ntw Instance

1
|
|
|
|
|
|

!

>

|
|
|

_ Inventory Object (UUID)

Gensve:

S0 [Existing]
(Service Level):

BNG_MUX

S0 [Existing]
(Resource Level:
vGenvnf: BNG_MUX)
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vGMUX Service Instantiation - Page 1

Robot

Catalogue

Create Gem?ric Service Instance
(Type=vGMuxinfra, Cloud_Config_Data) 5

S0 [Existing]
(Service Level):
Gensve: vGMuxinfra

SO [Existing]
(Resource Level:
vGenynf: vGMUX) ALA

3

Get SvcTemplate
(Type=vGMuxinfra)

Mote that this diagram must be updated to incorporate
the correct OMAP internal APl names. For now only intuitive

< Ack (UUIDevGEMuxinfra UUID)

| Assign Service Instance
i Inventory Object UUID ()

I
i | names have been used for the sake of readability.

Robot

Catalogue

For purposes of the Use Case, Robot retains the vGMuxinfra Service Instance
UUID for purposes of sending with the vCpeResCust request. In the real world,
a high volume consumer service like vCpeResCust would require automated
"homing", which will not be available until the introduction of SMIRD in ONAP R2.

Decompose

< |

Create Service Instance Ibventory Object (Type=vGMuxinfra,LUID)

>

50 Generic Service Level flow calls the "Decomposition Building Block".
"Decompose" consists of parsing the TOSCA Service Template content
to determine the complete set of Resource Node Types. Also included
is determining the sequence between the template Node Types based
on the template content, which we will assume to be as follows:

oy G W EF

* MUK GW Metwaork

[

Internal Homing

The Generic Service flow doesn’t call “homing”. &

Rather it works off of separate (non-TOSCA) fielded
attributes in the Swec Instantiation API for Cloud
Configuration Data, which includes Cloud_Region
and Cloud_Tenant.

SO [Existing]
(Service Level):
Gensve: vGMuxinfra

SO [Existing] ARA
(Resource Level:
vGernvnf: wGMUX)
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SO [Existing]
(Service Level):
GenSve: vGMuxinfra

vGMUX Resource Instantiation - Page 1

S0 [Existing]
(Resource Level
Genvnf: MUX_GW)

ALA

SDNC

WM

HEAT

As per the Node Type dependencies captured in the vGMuxinfra TOSCA, next bring the MUX GW network instance online J/

| Create Generic MNtw Instance !
(Type=MUX_GW)

T
=

< |

1 Create Ntw Inventory Instance
' [Type=MUX_Gw,UUID)

Assign Mtw UUID()

k.
o

Assign Generic Metwork (Type=MUX_GW, UUID)

Get Generic Network Assignmants (UUID)

k.
v

SDMC assigns the "name” for the network instance
as well as the subnet (*10.5.0.0/24").

]

The Service Orchestrator will populate By

Generate HEAT
(Type=MUX_GW)

i
|
|
i
i
i
i
i
|
|
i
i
i
i
|
|
|
i
i
i
i
|
|
(E)

(Service Level):
GenSve: vGMuxinfra

(Resource Level
Genvnf: MUX_GW)

i
the HEAT, ! !
. i l l
The Cloud_Region was passed in the original =) 1 : : ! !
- LIFEREIE P : e i Instantiate Workload (TemplatesHEAT, Cloud=<Cloud_Regign=) | |
Service Instantiation request input. ; : ; = |
| | | | | instantiate MUX_GW |
! ! ! ! ! Infrastructure -
! | Activate Ntw (Type=MUX_GW, ULID) - ! !
! ! ! Update Ntw Instance ! ! !
| | i, Inventory Object (UUID) | | |
| :_, Success : | | |
| Success \ \ | | |
: ) : ) | |
SO [Existing] SO [Existing] A&A SDNC Wi HEAT
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Robot |

SO [Existing]
(Service Level):
Gensve: vGMuxinfra

SO [Existing]
(Resource Level:
Genvnf: vGMUX)

vGMUX Resource Instantiation - Page 3

A&A

SDNC VIiM

HEAT

As per the Nod

e Type dependencies captured in the vGMuxinfra TOSCA,

; ; ;
next bring the vGMUX VNF instance online /

(Type=vGMUX)

Create Generic \Vnf Instance X

-
=

Assign Vnf ULID()

Create Wnf Inventory Instance
(Type=vGMUX,UUID)

SDNC selects the network type(s) to connect
to this WNF as per the VNF Model, in this case

|
i
|
|
|
|
|
|
|
|
|
|
“

Assign Generic WNF Network Resources (UUID)

the "BNG_MUX", "MUX_GW", and "ONAP_OAM" >
netwarks. It also assigns a "WNI Pool". X | |
T T | I I
. . . .

For each VF Module in the VNF Model definition J/ ! !

! ' Assign VF Module UUID () ! !

) | Create VF Module Inventory ) )

| | Instance (Type=vGMUX, UUID) _ I

| : > |

. | | |

SDNC assigns the vGMUX_WAN_IP, ! ,__ : X |
VGMUX_LAN.IP, and OA&M_ P IT I Assign Generic VF Module Netwotk Resources (UUID) }'

the HEAT.

The Service Orchestrater will populate IT

The Cloud_Region was passed in the original
Service Instantiation request input.

Generate HEAT

_ Get Generic VF Module Network! Resources (UUID)
<

Update WF Module Instance
Inventory Object (UUID)

Instantiate Workload (Template=HEAT, Cloud=<Cloud_Region=)

| Infrastructure

I instantiate vGMUX

I Infrastructure

instantiate vGMUX

Success

I
I Activate vnf (UUID)

Success

Update WNF Instance
_ Inventory Object (UUID)
=

L
>

s
-«

-
-

I Success() !
———————

Mote: not all operations are shown, such
as setting status in A&Al and SDN-C.

]

Robot |

SO [Existing]
(Senvice Level):
Gensve: vGMuxinfra

SO [Existing]
(Resource Level:
Genvnf: vGMUX)

SDNC VIiM

HEAT



BRG_EMU Service
Level Processing

Note that because the BRG_EMU Service is
an artificial construct, this orchestration flow
would have no analogue in the “real world”.

onap_uc res_vcpe_brg emu_rl.html

VD

Catalogue

BRG_EMU Service Instantiation - Page 1

SO [Existing]
(Service Level):
Gensve: BRG_EMU

SO [Existing]
(Resource Level:

vGenvnf: BRG_EMU)

SO [Custom]
Homing
Emulator

Create Geheric Service Instance
(Type=BRG_EMU, Params=

{BRG_MACL Address})

Get SvcTemplate
(Type=BRG_EMU])

Mote that this diagram must be updated to incorporate
the correct OMAP internal APl names. For now only intuitive
names have been used for the sake of readability.

B e

|
>

| Assign Service Instance
i Inventory Object UUID ()

I Create Service Instance Inventory Object (Type=BRG_EMU,UUID) >

<

Decompose

S0 Generic Service Level flow calls the "Decompaosition Building Block".
"Decompose" consists of parsing the TOSCA Service Template content
to determine the complete set of Resource Mode Types. Also included
is determining the sequence between the template Mode Types based
on the template content, which we will assume to be as follows:

*wBRG_EMU WMF

Internal Homing

and Cloud_Tenant.

The Generic Service flow doesn‘t call “homing”.
Rather it works off of separate (non-TOSCA] fielded
attributes in the Svc Instantiation API for Cloud
Configuration Data, which includes Cloud_Region

ViD

Catalogue

SO [Existing]
(Service Level):
Gensve: BRG_EMU

SO [Existing]
(Resource Level:
vGenvnf: BRG_EMU)

S0 [Custom]
Homing
Emulator

ALAl




VID

S0 [Generic]
(Service Level):
BRG_EMU

BRG_EMU Service Instantiation - Page 2

SO [GenVnf]
(Resource Level:
vBRG_EMU)

WM wGMuxOrch

SDMC
I T T I I I

As per the Node Type dependencies captured in the BRG_EMU TOSCA, next bring the vBRG_EMU VNF instance online /

BRG_EMU Service :
Resource Level |
Processing |

| Map Input Attributes

SO maps the "BRG_MAC_Address" Service Level Input Attribute to the
vBRG_EMU "BRG_MAC_Address" Resource Level Input Attribute.
0

Create Generic Wnf Instance
(Type=vBRG_EMU,
Input={BRG_MAC_Address}) _

2

Assign vnf UUID()

Create Wnf Inventory Instance
(Type=vBRG_EMU,ULID)

SDNC selects the network type(s) to connect i
to this WNF as per the VNF Model, in this case | | Assign Generic VNF Network Resources (UUID)

the "BRG_BNG" network. | >
] ] |
| | _ Get Generic WNF Network Resources (UUID)
For each VF Module in the VNF Model definition / j
i i | Assign WF Module UUID [) |
i i | Create \/F Module Inventory i
' ' ! Instance (Type=vBRG_EMU, UUID) |
There are no assignments for SDNC to make Iﬁ | Assign Generic WVF Module Network Resources [UUID) -

i i |

! ! _ Get Generic VF Module Network Regources (UUID)

| | <

| |

The Service Crchestrator will populate the

HEAT, including the BRG_MAC_Address which

was originally sent in thethe Service-Lewvel

Input Attributes,
T

Generate HEAT

Instantiate Workload (Template=HEAT, Cloud=<cCloud_Region=)

The Cloud_Region was passed in the original
Service Instantiation request input.

instantiate vBRG_EMU
Infrastructure

onap_uc_res_vcpe _brg_emu_rl_p2.html

instantiate vBRG_EMU
Infrastructure

Update \F Module Instance
Inventory Object (UUID) !

-

Activate Wnf (Type=vBRG_EMU)

-
-

Update WNF Instance

Inventory Object (UUID)

<

Success

=

_ Success

Successl)

Note: not all operations are shown, such
as setting status in A&AI and SDN-C.

WID SO [Generic] SO [GenVnf]
(Semvice Level): (Resource Level:
BRG_EMU VvBRG_EMU)

SDNC VIM KWM wGMuxCreh




Assumptions

Once the BRG_EMU VNF Controller configures the vBRG_EMU VNF (see prior slide), that VNF will
initiate DHCP interactions. This will result in an event being generated, which will be intercepted by the
BRG PNF Controller. Note that the BRG_EMU VNF Controller shown in the prior sequence diagram is a
*different* Controller function, and hence may be a different Controller instance, than the BRG PNF
Controller which receives this event.

Being independent of each other, the vCpeResCust service instantiation request may be received in
ONAP before the BRG PNF Controller receives this event notification, or it may be received after. The
following sequence diagrams show both possibilities. However, in Release 1, only the latter will be

supported.



BRG_EMU Event Processing

SO [Generic PNF]

l Robot (Resource Level:
BRG_EMU VNF I l DHCP I (BSS) BRG)
BRG_EMU Event

attributes populated. Mote that this PNF object in AgAl (BRG_MAC_Address)
will have no association with any Customer Service

Instance at this time.

L
>

L

support only this alternative.

>
If SONC determines that there is no BRG PNF object with BH

) !
] |
Processin || This carries the BRG_MAC_Address. :
g DHCP Request 1| See separate sequence diagram l
: || for details of this interaction. |
] ] |
] 1 . | |
X L Assign BRG_WAN_IP [ 1-p assigns the 10.3.0.2 address bh X
] |
] ] | |
1 1 BRG IP Assignment Notification [l : |
! ' (BRG_MAC_Address, BRG. WAN_IP) ‘: This event carries the BRG_MAC_Address. Bn !
1 ] “ |
' ' | BRG IP Assignment Notification :
! ! ' (BRG_MAC_Address, BRG_WAN_IP) i
\ \ | | Search for BRG PNF object
onap_uc res_vcpe rl_brmg_eventhtml X X ! ! by BRG_MAC_Address -
| | i i 7
: alt [No ﬂRG PNF Object Found with this Mnc_ﬂ'ddress (Release 1 Scenario)] i
| | | | Assign PNF UUID()
| | | ;
1 1 | |
i i i i Create Generic PNF Inventory Instance
X X \ | (Type=BRG.UUID, BRG_MAC_Address,
1 1 I 1 BRG_WAN_IP)
1 1 | f
] ] | Il
] ] |
] ] |
i ! | this BRG_MAC_Address value, SDNC will create such an
In Release 1 Use Case we will — | I object with both the BRG_MAC_Address and BRG_WAN_IP BRG Registration Event
] |
] |
1 |
i i
]
1.

[A'BRG PHF Object is Found with this MAC_Address (Future Scenario)]

If SOMC determines that there is already a BRG PMNF object
with this BRG_MAC_Address value, SDNC will update this
object to populate the BRG_WAN_IP attribute value, Mote
that this PIF object in A&Al would have been created by SO
vCpeResCust processing, and hence would already have an
association with the corresponding vCpeResCust Service
Instance,

Update Generic PNF Inventory

1
1
1
i
1
1
1
:
X Instance (UUID,BRG_WAN_IP]
1

We will defer this alternative
until Release 2 or beyond.

Update Local Inventory
inventory.

SDMC will also update its own local j

_ BRG Registration Event (BRG_MAC_Address, BRG_WAN_IF)
-z

BRG Registration Event (BRG_MAC_Address, BRG_WAN_IP)

See SO processing of this event on "wCpeResCust
Service Instantiation - Page 4"

.
>

BRG_EMU VNF I l DHCP I SDM Controller AEA Robot SO [Generic PNF]

(BSS) (Resource Level:
BRG)




Release 1 View

vCpeResCust Service
Level Processing

Because the vCpeResCust service

vCpeResCust Service Instantiation - Page 1

Robot Catalogue

Create Genéric Service Instance
(Type=vCpeResCust, Params=
{BRG_WAMN IMAC_Address,

wGMxulnfra_UUID,

wGMux_Cloud Region})

| Get SvcTemplate
' _(Type=vCpeResCust)

A

involves an Allotted Resource and a
PNF, the generic Service Level (“top
level”) SO flow will not support this
Service. So in Release 1 we either
need to extend the generic Service
Level flow to support Allotted
Resources/PNFs or build a Custom
flow for vCpeResCust.

onap_uc_res_vcpe_rl_pl.html

Robot Catalogue

SO [New] SO [Existing] SO [New] SO [New]
(Service Level): (Resource Level: (Resource Level: (Resource Level:
vCpeResCust Genvnf: vG) TunnelXConn) BRG) ARA
I I I I |
'| Note that Robot retains the vGMuxinfra_UUID and vGMux_Cloud_Region !
(| from its initiation of wGMUX instantiation activities. |
> I I I I
! Assign Service Instance | ! ! !
i Inventory Object UUID () | | |
: Create Service Instance Iﬁventury Object (Type::vCpeResCust,UUID]l ! }:

Decompose
)
|
|
]
|
|
|
|
|
|
]

:r(tl

S0 [Mew]
(Service Level):
vCpeResCust

S50 Generic Service Level flow calls the "Decompaosition Building Block",
"Decompose" consists of parsing the TOSCA Service Template content
to determine the complete set of Resource Node Types. Also included
is determining the sequence between the template Node Types based

on the template content, which we will assume to be as follows:
* TunnelXConn Allotted Resource [Assign Only)

* G WINF

Mote that in Release 1 Decomposition will not detect the BRG PNF.

Internal Homing

S0 Generic Service Level flow determines that the "homing solution®
for the Resources can be mapped from Input Attributes as follows:
* TunnelXConn Home = vGMuxinfra_UUID
* G WMNF Home = wGMUX_Cloud_Region

SO [Existing]
(Resource Level:
Genvnf: vG)

S0 [MNew]
(Resource Level:
TunnelXConn)

S0 [New]
(Resource Level:
BRG)

ALA




vCpeResCust Service Instantiation (Release 2) - Page 1

S0 [Generic] SO [Generic] S0 [Generic] SO [Generic]
(Senvice Level); (Resource Level: (Resource Level; (Resource Level;
Robot | | Catalogue Gensve: vCpeResCust Genvnf: vG) GenAR: TunnelXConn) GenPnf: BRG) SNIRO | | ASAI

Mote that this diagram must be updated to incorporate
the correct OMAP internal APl names. For now only intuitive

Release 2 View

| .
Create Genearic
Service Instance

(Type=vCpeResCust,

Params= {Customer Location}) names have been used for the sake of readability.

=

SMIRO

Get SvcTemplate

vCpeResCust Service

_ (Type=vCpeResCust)

]
]
]
™
]
]
i
i

i
1
1
]
]
]
|
]
]
]
]
1
]

Level Processing

1 Assign Service Instance
' Inventory Cbject LUUID ()

* Tunnel¥Conn Home = vGMuxinfra UUID
* yG WVMNF Home = wGMUX Cloud Zone
* BRG PNF Home = Mot Applicable

Aspirational goal: In Release 2 we : ! !
will have support for a Generic | ! Create Service Instance lhventory Object (Type=vCpeResCust,UUID) >
Service-Level (“top level”) flow ! ! ! [ [

that handles both Allotted [ [ [ 50 Generic Service Level flow calls the "Decomposition Building Block". s
Resources and PNFs, as well as | | | "Decompose" consists of parsing the TOSCA Service Template content
integration with SNIRO [ [ [ to determine the complete set of Resource MNode Types. Also included
g : \ \  Decompose | is determining the sequence between the termplate Node Types based
[ [ [ ; on the template content, which we will assume to be as follows:
| | | * TunnelXConn Allotted Resource [Assign Only)
| i | * G WINF
| | | * BRG PNF
i i i Perform Homing (DecompStructld,Params= {Customer_Location}) ! -
| | S0 Generic Service Level flow calls the "Homing Building Block", which in turn calls SNIRO. (SO Generic Service |
- i | Level flow knows to send “Customer_Location® in the Homing Input based on the vCpeResCust Service Model.} [
onap_uc_res_vcpe r2 plhtml | i | Part of the SNIRO homing function would be to determine the vGMUX instance for the TunnelXConn functionality, ||
| i | such that the latency policies against the Customer_Location are met. It returns to the Service Level flow a i Homing

"homing solution" as follows:

I I I
:L( Success E E E
Robot | | Catalogue SO [Generic] SO [Generic] S0 [Generic] SO [Generic] SMIRO | | AGAI ,
(Service Level): (Resource Level: (Resource Level: (Resource Level: '
Gensve: vCpeResCust Genvnf: vG) GenAR: TunnelXConn) GenPnf: BRG) g{




vCpeResCust Resource Level

Processing:

e TunnelXConn Allotted
Resource

onap_uc_res_vcpe_rl_p2.html

Robot

SO [New]
(Sernvice Level):
vCpeResCust

vCpeResCust Service Instantiation - Page 2

SO [New]
(Resource Level:
TunnelxConn)

ALA

SDM Controller

As per the Node Type dependencies captured in the vCpeResCust TOSCA, first make the TunnelXConn network assignments. /

| Create Generic
i Allotted Res Instance

i BRG_WAN_MAC_Address)

In Release 1 the Custom wCpeResCust flow will "just know" what attributes to send as Input
and their source. In afuture Release the Generic Service flow will know the input and source
data mapping from the SDC model.

! (Type=TunnelXConn, Input=

—
F

i Assign Allotted
' Res LUUID()

I Create Generic Allotted Res
| Inventory Instance
1 (Type=TunnelXConn,UUID)

The "Custom" TunnelXConn Resource-Level flow "just knows"

that the "BRG_WAN_MAC_Address" from the Resource

In the future, this determination should be made based on

the TunnelXConn Model.

-

S0 will associate the TunnelXConn object with both the
wCpeResCust Service Instance and the vGMUX_Infra Service
Instance in A&Al

Assign Allotted Resource MNetwork Resources

Level Input must be sent to SDMNC in the "Assign" request. | (Type=TunnelXConn, UUID, Params= {BRG_WAN_MAC_Address}) _

The Metwork Controller will assign a WNI value from the associated
wGMUX's "WNI Pool", It will also look up the wGMUX_Bearer_IP and
and vGMUX_LAM_IP of that wGMUX and make it part of the

TunnelXConn context. The associated vGMUX far this TunnelXCaonn
is known from the Homing Selution. In addition, SDMC uses the
BRG_MAC_Address as the index into the BRG Controller local inventory
to find the BRG_WARN_IP value.

Get BRG_WAN_IP

Create Allotted Resource (UUID)

the creation of the Allotted Resource

onfigure (XConn:

== i)

BRG_WAN_IP, VNI})

Activate Allotted Resource (ULWID)

Update Allotted Resource

The action of configuring the vGMUX effects t“ :

' _ Instance Inventory Object (UUID)

o
F

__ Success : :
Robot SO [New] SO [MNew] ALA| SDMN Controller WGMUX
(Service Level): (Resource Level:
vCpeResCust TunnelxXConn)




vCpeResCust Resource Level
Processing:
* vG VNF

onap_uc_res_vcpe_rl_p3.html

vCpeResCust Service Instantiation - Page 3

SO [New] SO [New]
(Service Level): (Resource Level:
Robot | vCpeResCust TunnelXConn)

SO [Existing]
(Resource Level:
Genvnf: vG)

ALA

SOM Controllerl ‘ WIM |

HEAT

I I I I I
As per the Node Type dependencies captured in the vCpeResCust TOSCA, next bring the vG instance online

Get Allotted Resource Network
Resources (Tunnelxfonn UUID)

-
<

Map Input Attributes

In Release 1 the Custom wCpeResCust flow will "just know" that it
needs to retrieve the TunnelXConn VNI and vGMUX_LAN_IP values
from the corresponding Metwork Controller for input to the vG flow.
In future releases the Generic Service flow will know this from the

vCpeResCust Model,

e -

In the future releases SO will use the vCpeResCust Madel to map the TunnelXCann VNI j

and vGMUX_LAN_IP attribute values to the corresponding vG Input Attributes.

Create Generic \Vnf Ingtance

(Type=vG, Input= {\NIvGMUX_LAM_IP}) ol

Configure (vG_LAN_IP, VNI, vGIMUX_LAN_IP)

] [ [
! ! Assign vnf UUID() ! !
\ \ | Create Vnf Inventory Instance | \
| | i (Type=vG.UUID) o |
A generic method is needed in R1 for the "Generic VINF" flow ! ! !
to know that the "VNI" and"vGMUX_LAN_IP" from the Resource [ | | ?th:?s S\'?ﬁ'ﬁf; th:r Tﬁz’"\?ﬁ;t{ﬂ%‘;{:ﬁ It: tcl':]igr;:;te
Level Input must be sent to SDNC in the "Assign" request. ! ! ! o e PUBLFIJC" IR S ] NSTEE GER
In the future, this determination should be made based onthe [ assign Generic wnf i ' networke: : = -
TunnelXConn Model. | Network Resources (UUID, Params= {VNLVGMUX_LAN_IP}) _i — - -
[ [ [ ) T | ] ] ]
i i i :l Get Generic Vnf Network Resources (vG UUID) i i i i
[ For each VF Module in the VNF Model defin_i}inn / | | | | |
i i i I Assign WF Module UUID () ' ' ' ' '
! ! ! ! Create VF Module Inventory ! ! ! ! !
| | | | Instance (Type=vG, UUID) I I | |
! ! The Network Contraller will assign ! - - ! ! ! ! !
! ! the vG's vG_LAN_IP and OAGM 1P | | Assign Generic WVF Module Netwt?rk Resources (UUID) o ! ! !
! ! ! | Get Generic VF Module Network Resources (UUID) ! ! ! !
i The Service Orchestrator will populate OA&M 1P = | E?renzr_a\t;%;—iEAT i i i i i
! (from "Assign") into the HEAT. Lypes ! ! ! ! !
] [ [ ] ] ] ] ]
| | | | HEAT Template | | o | |
| | | | | i | instantiate vG | |
! ! ! ! ! ! ! Infrastructure ! !
! ! ! ! ! ! ! I instantiate vG !
| | | | | | X | Infrastructure _,
\ \ \ | Update VF Module Instance \ \ \ \ \
i i i I Inventory Object (UUID) ! ! ! ! !
| | | Activate (UUID) | | | |
1 1 1 1 1

__ Success | |
\ \
Robot | SO [New] SO [New] SO [Existing] AGAl SDN Controllerl ‘ VIM | HEAT
(Service Level): (Resource Level: (Resource Level:
vCpeResCust TunnelXConn) Genvnf: vG)

l

[

(I

-



vCpeResCust Resource
Level Processing:
* BRG PNF

onap_uc_res_vcpe_rl_p4.html

Robot

vCpeResCust Service Instantiation - Page 4

O [Future Proposed]
Event Router

O [New]
(Service Level):
vCpeResCust

SO [New]
(Resource Level:
TunnelxConn)

SO [New]
(Resource Level:
BRG)

SDN Controller

As per the Node Type dependencie:

s captured in the vCpeResCust TOSCA, next configure the BRG instance

/

In R1 the SO "Custom" vCpeResCust
flow will "just know" that the BRG
"/NI" and "wGMUX_Bearer_|P" Input
Attributes are to be retrieved from

| Configure Generic PN

Map Input Attributes

Get Allotted Resour¢e MNetwork Resources (TunnelXCorin UUID)

In R1 the SO "Custem" wCpeResCust flow will "just know" that it must map the TunnelXConn's "WNI" and "vGMUX_Bearer_IP"
attributes into the corresponding attributes of the BRG Input, and the "BRG_MAC_Address" vCpeResCust Input Attribute
into the equivalent Input Attribute of the BRG. In future Releases SO will use the vCpeResCust Model to map the available
attributes into the required Input Attributes for the BRG PIF.
T

F Instance (Type=BRaG,
| Input= {BRG_MAC_Address, VNI, vGMUX_Bearer_IP})

In Release 1 the customer vCpeResCust flow will "just know" that a BRG-level
sub-flow must be instantiated. In Release 2 the vCpeResCust flow should
know to do this by examining the results of Decomposition.

Search for PNF object by Key
(Type=BRG, Key=BRG_MAL_Address)

the TunnelxConn Controller. In
future releases it will determine
this from the vCpeResCust Model.

!| The generic PNF flow knows from the BRG Medel that the lj

"search key" for a BRG is the attribute "BRG_MAC_Address",

We will defer this alternative
until Release 2 or beyond.

In Release 1 Use Case we will
support only this alternative.

_
— |

alt

[Mp BRG PNF Object Found with this MAC_Address (Future)]

| Assign PNF UUID()

SO knows that no "Assign" activity is required given that the
"Assignable Attributes” in the BRG Model is the {NULL Set}.
Because the BRG object did not yet exist in A&AI, SO knows
that it cannot proceed to "Configure" the BRG until that BRG
has registered with its Controller

Registration event (BRG_MAC_Address)

Create Generic PNF \nvemtbw Instance
(Type=BRG, UUID, Key=BRG_MAC_Address)

If the PNF flow determines that there is no PNF object with
the "key" (BRG_MAC_Address) value, the flow will create such
an object with only the "key (BRG_MAC_Address) attribute
populated, and associate it with the vCpeResCust service

not have its "BRG_WAN"IP" attribute populated at this time.

Wait for event notification

Find BRG PNF and Associated Service Instance by BRG_MAC_Address

| Registration event (BRG_MAC_Address)

Determine SO BRC

ice Instance

| Registration Event

Resource Level Flow
nstance for vCpeResCust

G

S0 can thus proceed to "Assign” the BRG. H

|| instance object. Note that this PNF object in A&Al will

[A'BRG PNF Object is Found with this MAC_Address (Release 1)1

Future:

* Add step to get monitoring in
place at the Service and Resource
level (via REST call)

* Add step to get Security in place

* Add step to notify turn up to Ops;
need to define a REST call to an
external system.

= S i If the PNF flow determines that there is already a PNF object D} I
| | with this "key" (BRG_MAC_Address) value, the flow will update | | Update Generic PNF Inventory Instance
i I this object to create an association with the corresponding i (LuID) i
i | vCpeResCust Service Instance. ! !
| | T T | |
| ' The "Custom" BRG PNG Resource-Level flow "just knows" W | SDMNC verifies that the BRG cbject is in
| H that the "WNI* and"vGMUX_LAN_IP" from the Resource | | its inventory with an IP Address with
! ! Level Input must be sent to SDNC in the "Assign" request. i ! which it can administer the device, and
i I In the future, this determination should be made based on | | i I associates it with the vCpeResCust
| | the BRG PNF TOSCA Madel. | Assign Generic PNF Netwofk Resources(Type=BRG, UUID,Params={\NI.vGMUX_Bearer_IP}) Service instance.
I I T T i T ] T
| i | | | | i For symmetry, SO will call 2 "Create" for
| ' | | | Create PNF (UUID. | '
| i | | T reate ¢ ) T T PINFs, but to SDNC it is a "no op".
| i | | | Activate PNF (UUID) j i i
| H | | | | H 1 Configure BRG H
i H i | | ! ! ! (VBRG_WAN_IP, VNI, !
| I | | | | I 1 and vGMUX_Bearer_IP) _,
| ' | | | | ' e — ]
i H i | ! || SDNC marks the PNF as in-use and ~},! Update PNF Instance ! '
| I | | | i | active in SDNC's local inventory Inventory Object (UUID) | I
| | | | | | L | |
! | ! ! | Success ! ! ! |
I I | Success I I I I I I
! ! '| Mote: not all operations are shown, such ! !

Success() as setting status in A&Al and SDN-C. | '

Robot O [Future Proposed] O [New] SO [New] S0 [New] SDN Controller
Event Router (Service Level): (Resource Level: (Resource Level:
vCpeResCust TunnelxConn)




