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Topics

1.  Requirements from CMCC in acceleration management  

2.  Discussion on AM workflow

3.  BP of AM 

4.  Call for volunteers



Requirements from CMCC in acceleration management

• Requirements from CMCC 

We will have joint demo in MWC2019 -Barcelona mobile world congress Shanghai , 

26-28 June, 2019. 

https://www.mwcshanghai.com/



Requirements from CMCC in acceleration management

SP Service Category
❶ Basic VPN service between sites
❷ Customized value-added service
 vFW (SFC)
 Intelligent Surveillance (close loop）

Workflow at Run Time
❶ Service Procurement: choose site and 
set cutomized requirements
❷ Service Instantiation: Create and Deploy 
the VPN service
❸ Service Change: Add sites/ value-added 
service
❹ Intelligent Surveillance: Anormaly 
recognition and adjust bandwidth in close 
loop

Network Topology Assumption
❶ ONAP is deployed at Core DC
❷ Value-added VNF is deployed at Edge 
DC
❸ Security system is deployed at 
Enterprise HQ
❹ Surveillance equipment are deployed 
at Enterprise Branch

Workflow at Design Time
❶ VNF onboarding
❷ service template design
❸ service change workflow deisign
❹ bandwidth adjustment policy design

Enterprise 
Headquarter

Enterprise Branch

Enterprise Branch

Enterprise Branch
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Requirements from CMCC about acceleration management



Requirements from CMCC in acceleration management

• 1. CMCC demo currently needs acceleration technologies , such as GPU or 
FPGA in intelligent surveillance system. In the case of limited GPU resources, it 
is necessary to be able to realize the discovery process of proper acceleration 
resources and allocate resources reasonably in ONAP.

• 2. At present, the amount of video streaming data in intelligent security 
system is huge, by deploying the video stream through the edge cloud, and 
adding the monitoring and analysis mechanism in the edge cloud can alleviate 
the rate of large data flow processing of video stream.

• 3. When deploying GPU or FPGA resources, we need to increase the 
management capabilities of existing ONAP for GPU resources.

• 4. Users need to monitor and analyze the performance status of the GPU and 
the situation of the video stream

• 5.Allocate GPU resources appropriately to realize fast operation requirements 
of edge side computing  equipment.

• 6.Deploy video stream in Edge cloud, allocate GPU resources reasonably, 
reduce the transmission pressure of video stream, and realize the optimal 
allocation of limited GPU resources



Discussion on AM workflow

• From users’ perspective

1.Discovery and registration of acceleration resources

2.Instantiation and assignment of acceleration resources (Reuse existing 
process in HPA)

3.The termination of the use of acceleration resources and release process.

4.Adjustment of suitable acceleration resources according to the data AM 
monitored and analyzed. – Whether to put it in D release or beyond depends 
on different target of different cases, seen as stretch goal.



1.Discovery and registration of acceleration resources

DCAE M-cloud AAI
AM

(ves agent)
Openstack

(cyborg)

Save Resources

monitoring

Accelerator Discovery And Monitoring

Report

Get Accelerator Resources Regularly

AM: Acceleration Management

HPA upload all the 
accelerator informations 
when registering the vim to 
ESR.  But if some 
accelerators become 
abnormal, AAI doesn't know 
it



2.Instantiation and assignment of acceleration resources 

• Work with HPA and need its enhancement

SO VFC GvnfmUUI M-cloud

Create CCVPN Service

Accelerator Assignment(Based on HPA)

Openstack

Create Flavor
(Accelerator Requirement)

Create NS

Instant NS
Create VNF

Create VM
(Relate the previous flavor) Auto assign right accelerator 

AAI

Update Accelerator status and relation



3.Termination of the use of acceleration resources and release process

SO(TBD) VFC openstackAM M-cloud

Accelerator bind(unbind)

Accelerator binding and unbinding

Operator AAI

Start bind(unbind) service

Bind(unbind) VM

Update Accelerator status and relation

3.Termination of the use of acceleration resources and release process



4. Adjustment of acceleration resources

AM
(ves agent)

M-cloudDCAE
Openstack

(cyborg)
VFCPolicy

Monitor the performance of Accelerator
(trigger the policy)

 Accelerator adjustment

Data Collection and Analysis

Report

Accelerator Adjustment

AAI

Update Accelerator status and relation

Get Performance



BP of AM

• Divide it into many stages , do it step by step:

1. Build GPU resource management capability in AM framework through the 

determined demo requirement in Barcelona mobile world congress, in this stage 

not following D release plan in ONAP community, and set it as offline stage .

2. Through demo's practice, we have built  AM framework. At this stage, we will 

introduce it into ONAP E release, incorporating more acceleration resource 

management capabilities into  AM system, such as FPGA , etc. As well as support 

more cases . 

3. Indeed we have these potential cases:

1) Offloading of HTTPS and TLS

2) FPGA adjustable management to support AI cases

3) ......



BP of AM

• About our regular meeting plan:

1. Following demo progress every two weeks.

2. Discuss the concerns around acceleration management from all of 

you, including HPA, Cyborg and so on. 

3. Discuss possible user scenarios based on the latest requirements.

4. Discussion of the latest acceleration technologies. 

5. Cooperation with other opensource communities.



Call for volunteers

• Welcome to join in AM thread,  send your email with  ‘Commit ’ 
or ‘Contribute’ in subject line.

• Contact info:
 Name: Lei Huang
 Email address: 18350830036@163.com
 Wiki :
https://wiki.onap.org/display/DW/Acceleration+Management+Int
erest+Group+Participants

mailto:18350830036@163.com
https://wiki.onap.org/display/DW/Acceleration+Management+Interest+Group+Participants

