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 17 

Disclaimer 18 

The information in this publication is freely available for reproduction and use by any recipient 19 

and is believed to be accurate as of its publication date. Such information is subject to change 20 

without notice and MEF Forum (MEF) is not responsible for any errors. MEF does not assume 21 

responsibility to update or correct any information in this publication. No representation or war-22 

ranty, expressed or implied, is made by MEF concerning the completeness, accuracy, or applica-23 

bility of any information contained herein and no liability of any kind shall be assumed by MEF 24 

as a result of reliance upon such information. 25 

The information contained herein is intended to be used without modification by the recipient or 26 

user of this document. MEF is not responsible or liable for any modifications to this document 27 

made by any other party. 28 

The receipt or any use of this document or its contents does not in any way create, by implication 29 

or otherwise: 30 

a) any express or implied license or right to or under any patent, copyright, trademark or 31 

trade secret rights held or claimed by any MEF member which are or may be associat-32 

ed with the ideas, techniques, concepts or expressions contained herein; nor 33 

b) any warranty or representation that any MEF members will announce any product(s) 34 

and/or service(s) related thereto, or if such announcements are made, that such an-35 

nounced product(s) and/or service(s) embody any or all of the ideas, technologies, or 36 

concepts contained herein; nor 37 

c) any form of relationship between any MEF member and the recipient or user of this 38 

document. 39 

Implementation or use of specific MEF standards or recommendations and MEF specifications 40 

will be voluntary, and no Member shall be obliged to implement them by virtue of participation 41 

in MEF Forum. MEF is a non-profit international organization to enable the development and 42 

worldwide adoption of agile, assured and orchestrated network services. MEF does not, express-43 

ly or otherwise, endorse or promote any specific products or services. 44 

© MEF Forum 2018. All Rights Reserved. 45 

 46 
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1 List of Contributing Members 124 

The following members of the MEF participated in the development of this document and have 125 

requested to be included in this list. 126 

Editor Note 1: This list will be finalized before Letter Ballot. Any member that comments in at 127 

least one CfC is eligible to be included by opting in before the Letter Ballot is 128 

initiated. Note it is the MEF member that is listed here (typically a company or 129 

organization), not their individual representatives. 130 

 ABC Networks 131 

 XYZ Communications 132 

2 Abstract 133 

This document defines overall architecture for Cloud Services. 134 

135 
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 136 

3 Terminology and Abbreviations 137 

This section defines the terms used in this document. In many cases, the normative definitions to 138 

terms are found in other documents. In these cases, the third column is used to provide the refer-139 

ence that is controlling, in other MEF or external documents. 140 

In addition, terms defined in MEF X [1] are included in this document by reference, and are not 141 

repeated in the table below. 142 

 143 

Term Definition Reference 

CaaS Communications as a Service [2] 

Cloud UNI Cloud User Network Interface In his document 

Cloud ENNI Cloud External Network Network Interface In this document 

cI Cloud Interface In this document 

cP Cloud Provider [2] 

cSUI Cloud Service User Interface which is also called Cloud 

UNI 

[2] and this doc-

ument 

cSO Cloud Service Operator [2] 

cSP Cloud Service Provider  [2] 

cSOcSOI Cloud Service Operator Cloud Service Operator Inter-

face which is also called as Cloud ENNI 

In this document 

cC Cloud Carrier [2] 

cSC Cloud Service Connection [2] 

cSCEP Cloud Service Connection End Point [2] and this doc-

ument 

cSO-c Cloud Service Operator Connection [2] and this doc-

ument 

cSOCEP Cloud Service Operator Connection End Point [2] and this doc-

ument 

NaaS Network as a Service  [2] 

PaaS Platform as a Service [1,2] 

SaaS Software as a Service [1,2] 

SECaaS Security as a Service [2] 

VM Virtual Machine [4] 

VNF Virtual Network Function  [4] 

   

Table 1 – Terminology and Abbreviations 144 

145 
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 146 

4   Compliance Levels 147 

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", 148 

"SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", 149 

and "OPTIONAL" in this document are to be interpreted as described in BCP 14 (RFC 2119 150 

[15], RFC 8174[16]) when, and only when, they appear in all capitals, as shown here. All key 151 

words must be in bold text. 152 

Items that are REQUIRED (contain the words MUST or MUST NOT) are labeled as [Rx] for 153 

required. Items that are RECOMMENDED (contain the words SHOULD or SHOULD NOT) 154 

are labeled as [Dx] for desirable. Items that are OPTIONAL (contain the words MAY or OP-155 

TIONAL) are labeled as [Ox] for optional. 156 

Editor Note 2: The following paragraph will be deleted if no conditional requirements are 157 

used in the document. 158 

A paragraph preceded by [CRa]< specifies a conditional mandatory requirement that MUST be 159 

followed if the condition(s) following the “<” have been met. For example, “[CR1]<[D38]” in-160 

dicates that Conditional Mandatory Requirement 1 must be followed if Desirable Requirement 161 

38 has been met. A paragraph preceded by [CDb]< specifies a Conditional Desirable Require-162 

ment that SHOULD be followed if the condition(s) following the “<” have been met. A para-163 

graph preceded by [COc]< specifies a Conditional Optional Requirement that MAY be followed 164 

if the condition(s) following the “<” have been met. 165 

5   Numerical Prefix Conventions 166 

Editor Note 3: This section will be deleted if no numerical prefixes are used in the document. 167 

This document uses the prefix notation to indicate multiplier values as shown in Table 2. 168 

 169 

Decimal Binary 

Symbol Value Symbol Value 

K 103 Ki 210 

M 106 Mi 220 

G 109 Gi 230 

T 1012 Ti 240 

P 1015 Pi 250 

E 1018 Ei 260 

Z 1021 Zi 270 

Y 1024 Yi 280 

Table 2 – Numerical Prefix Conventions 170 

171 
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 172 

6   Introduction 173 

 MEF developed an implementation agreement, MEF 47 [3], to address the Carrier Ethernet con-174 

nectivity to cloud applications.  Later, Cloud Services Architecture was defined by OCC [2].  175 

This specification builds on [2] and refines the architecture. 176 

This specification describes overall architectural framework for MEF cloud services. Lifecycle 177 

Services Orchestration (LSO) of Cloud Services are out of scope. They will be addressed in an-178 

other MEF spec. 179 

 180 

 181 

  182 

183 
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 184 

7  Use Cases for Cloud Services 185 

7.1  Access to Public Cloud Providers  186 

Applications provided by a Public Cloud Provider (cP) can be accessed via Internet as described 187 

in Figure 1. Given Internet provides best effort service, we expect to see non-mission critical ap-188 

plications and applications that are less sensitive to network delay, jitter and loss  are accessed 189 

via Internet. 190 

Wireless network and Internet combination is also an alternative for accessing applications pro-191 

vided by Public Cloud Providers. 192 

 193 

 194 

Figure 1 – Public Cloud Provider Access via Internet 195 

 196 

Cloud service subscribers are very likely to use private networks to access mission critical appli-197 

cations and applications that are sensitive to network delay, jitter and loss,  where Internet is used 198 

as a back-up for connectivity as depicted in Figure 2. 199 

 200 

 201 
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 202 

 203 

Figure 2 – Public Cloud Provider Access via Private Network and Internet 204 

Another use case for using Internet and Private Network for Public Cloud Provider access is de-205 

picted in Figure 3, where an employee of an enterprise may go thru the enterprise network first 206 

and then access to the Public Cloud Provider or access the Public Cloud Provider directly via the 207 

Internet. The interface between the enterprise and the Public Cloud Provider is expected to have 208 

stricter security capabilities compared to the Public Cloud Provider’s internet interface. 209 

A branch office of an enterprise, that has no access to the enterprise’s private network, may ac-210 

cesses to a virtual router provided by a public cP via Internet where the cP has a gateway to the 211 

enterprise’s private network providing connectivity to the enterprise’s remaining branches. 212 
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 214 

                               IPVC: IP Virtual Connection 215 

Figure 3 – Enterprise Employee Access to Public Cloud Provider 216 

 217 

Via Internet, cloud users can access applications hosted by multiple cPs.  The same access flexi-218 

bility is desired over private networks, as depicted in Figure 4. 219 

 220 
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 222 

 223 

 224 

Figure 4 – Public Cloud Provider Access via Private Network and Internet 225 

 226 

7.2   Access to Private Cloud Providers   227 

Cloud applications and connectivity to the applications can be provided by a single Operator.  228 

The Operator’s private network could be L1, L2, L3, wireless, overlay such as SD-WAN or their 229 

combinations. This is a common configuration for telecom service providers, as depicted in Fig-230 

ure 5.   231 

Connectivity and applications can be provided by two different Operators as well. 232 

 233 

 234 

 235 
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 237 

Figure 5 – Private Cloud Provider Access via Private Network 238 

 239 

7.3   Access to Combination of Private and Public Cloud Providers   240 

A Private Cloud Provider (Actors of Cloud Services)   may team up with a Public Cloud Provid-241 

er and offer applications hosted by the Public Cloud Provider to cloud users (subscribers) over its 242 

own private network.  The cloud subscribers only interact with the Private Cloud Provider and 243 

are unaware of the locations of their applications, as depicted in Figure 6.  The Cloud Provider 244 

with its own private network will play a role of Cloud Carrier (Actors of Cloud Services) as well. 245 

 246 

 247 

 248 

 249 

 250 

 251 
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 252 

Figure 6 – Access to Private and Public Cloud Provider Combination via Private Network 253 

 254 

7.4   Cloud Exchange Gateway 255 

Establishing a gateway between two Cloud Carriers, a Cloud Carrier and Cloud Provider, or two 256 

Cloud Providers may not always be justified economically.  A Cloud Exchange Gateway 257 

(cEGW) providing connectivity among all parties could be a viable alternative, as depicted in 258 

Figure 7. 259 

Via cEGW, cloud subscribers will be able to move their virtualized components (e.g. applica-260 

tions/VNFs, VMs, containers, or their combinations) from one cP to another.    They can also 261 

place their virtualized components in multiple cPs and establish service chains1 among them. 262 

                                                 
1 In this document, a Cloud Service component formed of connected multiple VNFs is called as ‘Service Chain”, 

instead of Network Service (NS) in ETSI NFV [4 ]. 
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 264 

 265 

 266 

Figure 7 – Cloud Exchange Gateway among Cloud Carriers and Cloud Providers 267 

 268 

8   Actors of Cloud Services 269 

The key actors of Cloud Services are depicted in Figure 8 where a Cloud Service Provider (cSP) 270 

is responsible for providing an end-to-end Cloud Service to a Cloud Service User/Subscriber us-271 

ing Cloud Carrier(s) and Cloud Provider(s) [2].  They are described as: 272 

 Cloud Service: A service provided to a Cloud Subscriber using a shared pool of configura-273 

ble and mobile resources on-demand (e.g., networks, servers, storage, applications) that is 274 

uncommon in legacy services. 275 

 Cloud User/Subscriber/Consumer2: A person or organization that maintains a business rela-276 

tionship with and uses service from a Cloud Service Provider. 277 

 Cloud Carrier: An intermediary that provides connectivity and transport between Cloud 278 

Providers and Subscribers or between Cloud Providers. 279 

                                                 
2 In this document, user, subscriber and consumer are used synonymously.  
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 Cloud Provider: An entity that is responsible for making cloud applications available to 280 

Cloud Subscribers. It can be public or private. 281 

 Cloud Service Provider: An entity that is responsible for the creation, delivery and billing of 282 

cloud services, and negotiates relationships among Cloud Providers, Cloud Carriers, 283 

Cloud Service Operators, and Cloud Subscribers. It is the single point of contact for the 284 

subscriber. 285 

 Cloud Service Operator is an operator that provides a part of the end-to-end Cloud Service 286 

which is provided by a Cloud Service Provider. 287 

 288 

 289 

 290 

 291 

Figure 8 – Actors of Cloud Services 292 

9   Characteristics of Cloud Services 293 

Cloud Services provide similar or the same functionalities compared to their legacy counterparts, 294 

with greater flexibility in service order, provisioning and billing. For example, security service 295 

via a virtual firewall can be provided at customer premises, in a data center in the core network, 296 

or anywhere in between, based on the customer request.  The firewall can be installed on demand 297 

and charged based on its usage.  298 

 299 

Some of the characteristics are listed below.  A Cloud Service, 300 

 301 

 consists of virtualized components (VNFs) and non-virtualized components (PNFs), 302 
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 consists of network functions with just non-virtualized components (PNFs) or both virtual-303 

ized components (VNFs) and non-virtualized components (PNFs); 304 

 consists of applications built with virtualized components (VNFs); 305 

 consists of connections provided by one or more Public Cloud Provider (s), Private Cloud 306 

Provider (s), and Network Operator (s) (i.e. Cloud Carriers); 307 

 supports elasticity for on-demand service configurations by subscribers and locations of the 308 

service functionality; 309 

 supports service monitoring and usage-tracking by subscribers; 310 

 supports self-service by subscribers and collaboration among Cloud Providers; 311 

 supports scalability of resources on-demand; 312 

 supports various high availability options from physical layer to application layer; and  313 

 supports “pay as you use” (i.e. usage based billing). 314 

10   Cloud Services 315 

A Cloud Service is an end-to-end service among Cloud Subscribers, Cloud Providers, and Cloud 316 

Carriers that can include virtual and non-virtual resources.  The Cloud Services maybe grouped 317 

under Network as a Service (NaaS), Infrastructure as a Service (IaaS), Platform as Service 318 

(PaaS), Software as a Service (SaaS), Communications as a Service (CaaS) and Security as a 319 

Service (SECaaS) categories.  Services in the same category are expected to have similar charac-320 

teristics.  321 

Fi 322 

 323 

Figure 9 depicts an example of building cloud services in a hierarchical fash-324 

ion starting with NaaS where each builds on the previous and provides services 325 

for the next in the hierarchy.  The hierarchy from the bottom to the top would 326 

be NaaS, PaaS, IaaS, SaaS, CaaaS and SECaaS.  It is also possible to skip the 327 

hierarchy and build on top of NaaS, such as building SaaS on top of NaaS, as 328 

depicted in Fi 329 

 330 

Figure 9.  This does not mean there is no infrastructure elements underneath. It means that there 331 

is no separate IaaS or PaaS or combination underneath. 332 

 333 

 334 

 335 

 336 

 337 
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 339 

 340 

Fi 341 

 342 

Figure 9 – Cloud Services 343 

 344 

10.1   Cloud Service Descriptions 345 

10.2   NaaS 346 

Network as a Service (NaaS) delivers assured and dynamic connectivity services via a virtual 347 

connection, and virtual or both physical and virtual service endpoints over one or more opera-348 

tors’ networks. Such services enable users, applications and systems to create, modify, sus-349 

pend/resume and terminate connectivity services through standardized APIs.  These services are 350 

assured from both performance and security perspectives. 351 

Some of NaaS characteristics are: 352 

 Connectivity supported through homogenous or heterogeneous networks by one or more 353 

operators where one of the operators acting as cSP; 354 

 On-demand network configuration capability; 355 

 QoS-guarantee according to the negotiated service level agreement (SLA); and 356 

 Connection security. 357 

 358 
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It is the responsibility of NaaS provider which is aCloud Carrier (cC),  or cSP, to maintain and 359 

manage the network resources.  It is possible that cSP may not own NaaS, but provides coordina-360 

tion with cC.  NaaS offers network as a utility. 361 

 362 

NaaS examples are: 363 

 MEF Carrier Ethernet Network Services [5] 364 

 IP Network Services [6] 365 

 SD-WAN [7] 366 

 367 

10.3  IaaS 368 

 369 

The capability provided to the subscriber via IaaS is to provision processing, storage, networks, 370 

and other fundamental computing resources where the consumer is able to deploy and run arbi-371 

trary software, which can include operating systems and applications. The consumer does not 372 

manage or control the underlying cloud infrastructure, but has control over operating systems, 373 

storage, deployed applications, and possibly limited control of select networking components 374 

(e.g., host firewalls). 375 

 376 

In summary, an IaaS cP configures, deploys and maintains computing, storage and networking 377 

resources for user.  Also, the IaaS cP provides the capability for users to use and monitor compu-378 

ting, storage and networking resources so that they are able to deploy and run arbitrary software. 379 

 380 

An example IaaS is depicted in Figure 10.  In this example, customer/subscriber may have a 381 

CPE with web browser and no virtualized platform accessing IaaS provided by a cP.   The CPE 382 

may have a virtualized platform that is used in conjunction with the IaaS to run certain applica-383 

tions. 384 

 385 

 386 

 387 
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NFVI: Network Function Virtualization Infrastructure [8] 388 

 389 

Figure 10-  An example IaaS architecture 390 

For example, Cloud Computing as an IaaS allows subscribers to provision computing and stor-391 

age resources on-demand, specifically storage and virtual servers that can be accessed on de-392 

mand. Virtual datacenters can be created from commodity servers, enabling subscribers to stitch 393 

together memory, I/O, storage, and computational capacity as a virtualized resource pool availa-394 

ble over the network. 395 

10.4  PaaS 396 

 397 

By Platform as a Service (PaaS) [1], the capability provided to the consumer is to deploy onto 398 

the cloud infrastructure consumer-created or acquired applications created using programming 399 

languages and tools supported by a cP. The consumer does not manage or control the underlying 400 

cloud infrastructure including network, servers, operating systems, or storage, but has control 401 

over the deployed applications and possibly application hosting environment configurations as 402 

depicted in Figure 11. 403 

 404 

PaaS can be a stand-alone development environment that does not include technical, licensing or 405 

financial dependencies on specific SaaS applications or web services. These development envi-406 

ronments are intended to provide a generalized development environment. 407 

 408 

PaaS can be application delivery-only environments that do not include development, debugging 409 

and test capabilities as part of the service, though they may be supplied offline. The services pro-410 

vided generally focus on security and on-demand scalability. 411 

 412 

PaaS can be an Open platform as a service that does not include hosting as such, rather it pro-413 

vides open source software to allow a PaaS provider to run applications. Some open platforms let 414 

the developer use any programming language, any database, any operating system, any server, 415 

etc. to deploy their applications.   416 

 417 

With PaaS, a scalable and high-performing network can be formed with a fully managed applica-418 

tion platform for running and consolidating software applications and databases in the cloud. 419 

 420 

 421 

 422 
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 423 

 424 

Figure 11-  An example PaaS architecture  425 

 426 

PaaS can be provided via a DC as well as by a Cloud-in-a-Box3.  Figure 12 depicts a virtual plat-427 

form in a CPE provided by a cSP.  A VNF owned and maintained by a subscriber can run over 428 

this platform to perform intended service function such as security.  The VNF on CPE may ser-429 

vice chain with another VNF provided by a Cloud Provider to support additional capabilities.  430 

 431 

Cloud Carrier and Cloud Provider could be two different entities requiring a standards interface 432 

between them. 433 

  434 

 435 

                                                 
3 Cloud in-a-box is an edge computing infrastructure that supports a suite of applications custom-

ized to the specific company or industry vertical [9]. 
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 436 

VIM: Virtual Infrastructure Manager [10]                  VM: Virtual Machine [8] 437 

 438 

Figure 12-   Cloud-in-Box providing a virtualized platform for consumer managed applications 439 

 440 

10.5  SaaS 441 

The capability provided to the consumer via SaaS [1] is to use the Cloud Provider’s applications 442 

running on a cloud infrastructure. The applications are accessible from various client devices 443 

through a thin client interface such as a web browser (e.g., web-based email). The consumer does 444 

not manage or control the underlying cloud infrastructure including network, servers, operating 445 

systems, storage, or even individual application capabilities, with the possible exception of lim-446 

ited user-specific application configuration settings.   447 

 448 

Software is installed on demand and licensed. Open-source and enterprise operating system 449 

software options from various vendors could be available.   450 

 451 

Figure 13  depicts a cloud service user accessing an application VNF (i.e. SaaS). 452 

 453 

 454 
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 455 

 456 

 457 

Figure 13-   SaaS provided by cSP 458 

10.6  CaaS 459 

Real-time services such as Virtual PBX, voice and video conferencing systems, collaboration 460 

systems and call centers can be considered as forming Communication as a Service (CaaS). 461 

Some of the services in CaaS category are: 462 

 Local and domestic long distance point-to-point or multipoint Voice Calling 463 

 Fixed Mobile Convergence which removes the distinctions between fixed and mobile net-464 

works, providing seamless services using a combination of fixed broadband and local ac-465 

cess wireless technologies 466 

 Voicemail  in user inbox or on user smartphone 467 

 Integrated business communications making calls from user desk or mobile phone and have 468 

it appear as user office number 469 

 Point-to-point or multipoint Video Calling 470 

 Point-to-point or multipoint voice and video conferencing 471 

 Professional voice recording service for user  greetings and other messages  472 
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11   Architectural Components of Cloud Services 473 

From sections 9 and 10, we can conclude the following architectural components of cloud ser-474 

vices: 475 

 Cloud Service Interface between Cloud Subscriber and Cloud Service Provider, Cloud UNI, 476 

which is a standards interface for subscribers to connect and operate over cloud plat-477 

forms; and connect and run applications provided by a cSP.  478 

 Interface between Cloud Subscriber and Application or Cloud Platform, Cloud Application 479 

Interface or Cloud Interface (cI) 480 

 Interface between Cloud Applications, Cloud Interface (cI) 481 

 Interface between Cloud Carriers, Cloud ENNI 482 

 Interface between Cloud Carrier and Cloud Provider, Cloud ENNI 483 

 Interface between Cloud Providers, Cloud ENNI 484 

 Connection between a Cloud Subscriber and Application, cSC 485 

 Connection between/among Cloud Subscribers, cSC 486 

 Connection between/among Cloud Applications, cSC 487 

 Segment of cSC in a Cloud Service Operator, cSO-c 488 

 489 

11.1   Interfaces 490 

11.1.1   Cloud Service Subscriber Interface 491 

A Cloud Subscriber interfaces to a Cloud Service Provider (cSP)’s facilities via a Cloud Service 492 

Subscriber Interface consisting of Cloud Connectivity UNI and Cloud Application UNI, as de-493 

picted in Figure 14  and Figure 15 which are  implemented over a bi-directional link that pro-494 

vides the various data, control and management capabilities required by the cSP to clearly de-495 

marcate the two different connectivity domains and two different application domains involved 496 

in the operational, administrative, maintenance and provisioning aspects of the service.  The 497 

Cloud Application UNI may not exist at the Cloud Service Subscriber Interface when only con-498 

nectivity services are offered at this interface. 499 

The Cloud Service Subscriber Interface Reference point is the demarcation point between the 500 

domains under the responsibility of the cSP and the domains under the responsibility of the 501 

Cloud Service Subscriber.  It is dedicated to a single Cloud Service Subscriber such as an enter-502 

prise.  Multiple flows can be multiplexed over this interface using logical connections.   503 

 504 
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 505 

 506 

Figure 14- Cloud Service Subscriber Interface  functionalities are distributed between Customer 507 

Edge (CE) and cSP. 508 

 509 

 510 

Figure 15- Cloud Connectivity UNI and Cloud Application UNI between Customer Edge (CE) 511 

and cSP. 512 

 513 

 514 
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The subscriber in Figure 14 and Figure 15 can be an enterprise with multiple users sharing the 515 

same Cloud Service Subscriber Interface where CE may represent a gateway device. It could be 516 

a physical equipment with an Internet browser, a VNF/VM/Container, or a collection of 517 

VNFs/VMs/Containers with a virtual switch.  Individual functional elements in a CE may be ei-518 

ther entirely in the user domain, or may be entirely in the cSP domain and managed by the cSP, 519 

or in both sides. 520 

From this interface, the subscriber establishes a connection, Cloud Service Connection (cSC), 521 

with a Cloud Service Provider (cSP) providing a physical or virtual resources such as physical 522 

storage, virtual storage,  a virtual machine (VM), Container, and application (i.e. VNF). 523 

 524 

The CE and cSP exchange service packets across the Cloud Service Subscriber Interface.  A 525 

cloud service packet can be an L1 frame, Ethernet frame, an IP packet, an MPLS packet, or an 526 

application Protocol Data Unit (PDU). We will call all of them as PDU in the rest of this specifi-527 

cation.  528 

 529 

 The PDU transmitted across the Cloud Service Subscriber Interface toward the Cloud Service 530 

Provider is called an ingress service PDU. The PDU transmitted across the Cloud Subscriber In-531 

terface toward the Cloud Service Subscriber is called an egress service PDU.  532 

Cloud Service Subscriber Interface protocol stack is depicted in  533 

 534 

              535 

Figure 16 that may combine protocol stacks for Cloud Connectivity UNI and Cloud Application 536 

UNI as illustrated in Figure 17  and Figure 18 , respectively.   537 

Depending on the cloud service offering, the protocol stack for Cloud Connectivity UNI can be 538 

L1, L2 or L3.  For example, Cloud Connectivity UNI is an L2 interface for Carrier Ethernet Ser-539 

vices, an L3 interface for IP services, and L7 interface for multimedia applications. 540 

Depending on the service offering, the protocol stack for Cloud Application UNI can be L2 and 541 

above.  For example, Cloud Application UNI is a L7 interface for multimedia applications. 542 

 543 

 544 

 545 

 546 

 547 
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         548 

 549 

              550 

Figure 16 – Cloud Service Subscriber Interface Protocol Stack 551 

 552 

 553 

Figure 17 – Cloud Connectivity UNI Protocol Stack 554 
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 555 

 556 

Figure 18 – Cloud Application UNI Protocol Stack 557 

 558 

 559 

11.1.2   Cloud Service Operator- Operator Interface 560 

As we discussed in Section 7, applications and connectivity to applications can be provided by a 561 

single cloud service operator (cSO) as well as multiple cSOs, in providing a cloud service to a 562 

cloud subscriber.  A cSO represents a Cloud Carrier or a Cloud Provider.  The Cloud Provider 563 

can be a public or private Cloud Provider. 564 

Two cSOs interface to each other via a Cloud Service Operator-Operator Interface as depicted in 565 

Figure 19.   Cloud Service Operator-Operator interface is defined as a reference point represent-566 

ing the boundary between two cSOs that are operated as separate administrative domains.  This 567 

reference point provides demarcation between two cSOs for cloud services.   568 

Cloud Service Operator-Operator Interface consisting of Cloud Connectivity ENNI and Cloud 569 

Application ENNI as illustrated in Figure 21Figure 20. The Cloud Application ENNI may not 570 

exist at the Cloud Service Operator-Operator Interface when only connectivity services are of-571 

fered at this interface. 572 

 573 



 Contribution Number My Document Title 

MEF x 

draft 0.1 

© MEF Forum 2018. Any reproduction of this document, or any portion thereof, shall contain the following 

statement: "Reproduced with permission of MEF Forum."  No user of this document is authorized to modify any 

of the information contained herein. 

Page 25 

 

 

 574 

 575 

Figure 19 – Two cSOs interfacing each other via Cloud ENNI 576 

 577 

 578 

Figure 20 – Cloud Connectivity ENNI and Cloud Application ENNI between two cSOs.  579 

 580 
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The protocol stacks for Cloud Connectivity ENNI and Cloud Application ENNI are described in 581 

Figure 21 –Cloud Connectivity ENNI Protocol Stack between two cSOs.Figure 21 and Figure 582 

22. 583 

 584 

 585 

 586 

Figure 21 –Cloud Connectivity ENNI Protocol Stack between two cSOs.  587 

 588 

 589 

Figure 22 –Cloud Application ENNI Protocol Stack.  590 
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 591 

 592 

Cloud Connectivity ENNI is expected to be very similar to ENNI [13] if the interface is an L2 593 

Ethernet interface. 594 

cSOs may use a gateway to interface to external entities as described in Appendix-A. 595 

 596 

11.1.3   Cloud Application Interface 597 

 598 

The Cloud Application Interface is the interface of a Cloud Service Application or Cloud Service 599 

Platform supported by a Cloud Provider (cP) or a Cloud Service Provider (cSP).  Therefore, it 600 

can be an interface of a VNF, VM or Container, as depicted in   Figure 23, Figure 24, Figure 601 

25, Figure 26, and Figure 27. 602 

 603 

 604 

 605 

 606 

 607 

 608 

cSCEP: Cloud Service Connection End Point 609 

cSC: Cloud Service Connection 610 

 611 

                   Figure 23- Application Interface for VNF  612 

 613 

 614 



 Contribution Number My Document Title 

MEF x 

draft 0.1 

© MEF Forum 2018. Any reproduction of this document, or any portion thereof, shall contain the following 

statement: "Reproduced with permission of MEF Forum."  No user of this document is authorized to modify any 

of the information contained herein. 

Page 28 

 

 

 615 

cSCEP: Cloud Service Connection End Point 616 

cSC: Cloud Service Connection 617 

 618 

  Figure 24:  Application Interface for VM or Container  619 

 620 

 621 

 622 

 623 

 624 

                   Figure 25- Application Interface for VM  625 

 626 
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 627 

vNIC: Virtual Network Interface Controller     628 

VN: Virtual Network               629 

 Figure 26- Application Interface for vNIC  630 

 631 

 632 



 Contribution Number My Document Title 

MEF x 

draft 0.1 

© MEF Forum 2018. Any reproduction of this document, or any portion thereof, shall contain the following 

statement: "Reproduced with permission of MEF Forum."  No user of this document is authorized to modify any 

of the information contained herein. 

Page 30 

 

 

 633 

cSC: Cloud Service Connection 634 

Figure 27-  Application Interface for Virtual Switch Port 635 

 636 

 637 

Cloud Application Interface could be Cloud Application UNI or Cloud Application ENNI, with 638 

its protocol stack, as illustrated in Figure 15, Figure 18, Figure 20 and Figure 22. 639 

Depending on service offerings, the protocol stack can be L2 and above.  For example, Cloud 640 

Application Interface is an L2 interface for WAN Optimization, L3 interface for SD-WAN, Vir-641 

tual Router, and L7 interface for multimedia applications. 642 

An example for protocol stack and examples of subscriber configuration parameters for cI are 643 

given in the Appendix-B.  644 

11.2   Connection and Connection End Points 645 

 646 

Connection and connection end points providing cloud services are depicted in Figure 28 for a 647 

Cloud Service Connection (cSC) crossing one or more administrative domains.   648 

 649 

When a cSC crosses multiple cSOs, the cSC segments and their end points in each cSO are 650 

called cSO-c (Cloud Service Operator Connection) and Cloud Service Operator Connection End 651 

Point (cSOCEP), respectively. 652 

 653 

The following sections will describe them in details. 654 

 655 
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 656 

 657 

 658 

(a)  cSC between two end points residing on the resources of a cSP. 659 

 660 

 661 

 662 

 663 

(b) cSC between two end points residing on the resources of two different cSOs  664 

 665 

                                 Figure 28- Cloud Service Connection and Segments 666 

 667 

11.2.1   Cloud Service Connection End Point (cSCEP) 668 

The cSCEP is an end point of a cSC when the cSC is within the boundaries of one ad-669 

ministrative domain. Cloud Subscribe Interface identifier, availability, bandwidth profile, param-670 

eters of security functionalities, administrative state and operational state are among the attrib-671 

utes of cSCEP.  672 

For implementations using Ethernet Virtual Connection (EVC), attributes of “EVC Per UNI” in 673 

[5], L2CP in [11] and L2 SOAM [12] are a subset of the attributes of cSCEP. 674 

Some or all of cSCEP attributes can be modified on-demand, depending on the implementation. 675 

 676 

11.2.2   Cloud Service Connection (cSC) 677 

The cSC is a cross connect between two or more cSCEPs.  The cSC could be an EVC, LSP, IP 678 

VPN or SD-WAN connection.  Identifiers of cSCEPs associated with this cSC, connection type, 679 

SLS, redundancy, connection start time, connection duration, connection period, billing options, 680 

MTU, administrative and operational states are among the attributes of cSC. 681 
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For implementations using Ethernet Virtual Connection (EVC), EVC service attributes in [5], 682 

and EVC performance attributes and parameters in [5] are a subset of attributes of cSC. 683 

A cSC can support connecting multiple VMs via multiple sessions as depicted in Figure 27 684 

where a virtual switch routes traffic to destination VM. 685 

Some or all of cSC attributes can be modified on-demand, depending on the implementation. 686 

11.2.3   Cloud Service Operator Connection (cSO-c) 687 

The cSC may cross multiple Cloud Service Operator domains as depicted in Figure 29. Each 688 

domain will carry a segment of the cSC. The segment in each cSO domains is called Cloud Ser-689 

vice Operator Connection (cSO-c).    690 

cSO_c is another cSC. We call them differently to identify the connection whether it is a seg-691 

ment or an end-to-end connection.  692 

 693 

 694 

 695 

                    Figure 29- Segments of cSC crossing multiple cSOs. 696 

The cSO-c is a cross connect between two cSOCEPs.  The cSO-c could be very similar to san 697 

Operator Virtual Connection (OVC), LSP, IP VPN connection segment, or SD-WAN connec-698 

tion. 699 
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Identifiers of cSOCEPs associated with this cSO-c, connection type, SLS, redundancy, connec-700 

tion start time, connection duration, connection period, billing options, MTU, administrative and 701 

operational states are among the attributes of cSO-c. 702 

For implementations using OVC, OVC service attributes including CoS preservation in [13] are 703 

a subset of attributes of cSO-c. 704 

Some or all of cSO-c attributes can be modified on-demand, depending on the implementation. 705 

11.2.4   Cloud Service Operator Connection End Point (cSOCEP) 706 

The cSOCEP is an end point of a cSO-c when the cSO-c is within the boundaries of one ad-707 

ministrative domain.  For high availability, cSOCEP can be redundant where primary and sec-708 

ondary units could be located at different devices. Cloud Service Operator-Operator Interface 709 

identifier, Cloud Subscriber Interface identifier, band-width profile, parameters of security func-710 

tionalities, administrative state and operational state are among the attributes of cSOCEP.  711 

cSOCEP at Cloud Subscriber Interface or Cloud Application UNI is equivalent to the cSCEP at 712 

Cloud Subscriber Interface or Cloud Application UNI. 713 

For implementations using OVC, attributes of “OVC per ENNI”, “OVC Per UNI” in [5], L2CP 714 

in [11] and L2 SOAM [12] are a subset of the attributes of cSOCEP. 715 

Some or all of cSOCEP attributes can be modified on-demand, depending on the implementa-716 

tion. 717 

 718 

 719 

 720 

 721 

 722 

 723 

 724 

725 



 Contribution Number My Document Title 

MEF x 

draft 0.1 

© MEF Forum 2018. Any reproduction of this document, or any portion thereof, shall contain the following 

statement: "Reproduced with permission of MEF Forum."  No user of this document is authorized to modify any 

of the information contained herein. 

Page 34 

 

 

 726 

12  References 727 

[1] National Institute of Standards and Technologies (NIST) Special Publication 500-291, 728 

2106 NIST Cloud Computing Roadmap, July 2013. 729 

[2] OCC 1.0 Reference Architecture, December 2014. 730 

[3] MEF 47 Services for Cloud Implementation Agreement, October 2014 731 

[4] ETSI GS NFV 002 v1.2.1 (2014-12) “Network Functions Virtualisation (NFV): Archi-732 

tectural Framework” 733 

[5] MEF 6.2, EVC Ethernet Services Definitions Phase 3, August 2014 734 

[6] MEF 61.1 draft 0.11, IP Service Attributes, May 2018 735 

[7] MEF SD-WAN Service Attributes and Service Definitions, April 2018. 736 

[8] ETSI GS NFV-INF 001 v.1.1.1 (2015-01) “Network Functions Virtualisation (NFV): 737 

Infrastructure Overview” 738 

[9] Cloud Edge Computing: Beyond the Data Center, https://www.openstack.org/edge-739 

computing/ 740 

[10] ETSI GS NFV-MAN 001 v.1.1.1 (2014-12) “Network Functions Virtualisation (NFV): 741 

Management and Orchestration” 742 

[11] MEF 45 Multi-CEN L2CP, August, 2014. 743 

[12] MEF 30.1 Service OAM Fault Management Implementation Agreement Phase 2, April 744 

2013. 745 

[13] MEF 26.1 External Network Network Interface (ENNI)–Phase 2, January 2012. 746 

[14]  Network Working Group                                         S. Bradner 747 

[15] RFC 2119   BCP: 14  “Key words for use in RFCs to Indicate Requirement Levels”,  748 

March 1997 749 

[16]  RFC8174 “Ambiguity of Uppercase vs Lowercase in RFC 2119 Key Words”, May 750 

2017. 751 

752 

https://www.openstack.org/edge-computing/
https://www.openstack.org/edge-computing/


 Contribution Number My Document Title 

MEF x 

draft 0.1 

© MEF Forum 2018. Any reproduction of this document, or any portion thereof, shall contain the following 

statement: "Reproduced with permission of MEF Forum."  No user of this document is authorized to modify any 

of the information contained herein. 

Page 35 

 

 

 753 

 754 

Appendix A Cloud Service Gateway (Informative) 755 

 756 

The cSOs may employ a gateway, Cloud Service Gateway (cSGW), to connect to each other 757 

asdepicted in  758 

 759 

Figure 30. The cSGW might provide connection multiplexing among other features that are re-760 

quired by cSOcSOI such as Cloud ENNI link redundancy. 761 

 762 

 763 

 764 

 765 

Figure 30 – Two cSOs interface each other via Cloud ENNI 766 

 767 

 768 
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 769 

 770 

Appendix B cI Examples (Informative) 771 

As an example for the cI protocol stack, the protocol stacks for a session border controller to 772 

support voice and multimedia application are depicted in Figure 31.  Virtual session border con-773 

troller VNF supports the protocol stack above the physical layer. 774 

 775 

 776 

                                              RTP: Real-time Transport Protocol                                                  777 

                                              RTSP: Real Time Streaming Protocol 778 

                                              PPP: Point-to-Point Protocol  779 

                                              DHCP:  Dynamic Host Configuration Protocol 780 

                                              DNS: Domain Name Servers  781 

                                              SDP: Session Description Protocol 782 

                                               SIP: Session initiation protocol 783 

Figure 31 – SIP Protocol Stack for Session Border Controllers 784 

 785 
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 786 

VNF and VM interfaces are more common Cloud Interfaces.  As indicated in Section 7, VNF 787 

and/or VM can be configured and managed by an SP as well as self-configured by a subscriber.  788 

B.1 Virtual Machine (VM) Attributes 789 

After a subscriber connects to the virtual platform provided by an SP, some of the attributes that 790 

a subscriber configures for cI are: 791 

 Number of Virtual CPUs 792 

 Size of  Virtual RAM 793 

 Size and Locations of Virtual Disks 794 

 Virtual NIC (s) and associated MAC addresses and IP addresses 795 

 Guest Operating System 796 

 Inbound Traffic Port 797 

 Outbound Traffic Port 798 

 Redundancy with Affinity or Anti-Affinity 799 

 Single Root I/O Virtualization (SR-IOV) Support 800 

 801 

B.2 Virtual Network Function (VNF) Attributes 802 

 803 

Applications such as virtual phone, virtual router and virtual firewall are provided by VNFs. 804 

Clearly each VNF has its own unique attributes.  Below are some of the attributes of a vR to be 805 

configured either by the cSP as part of Day-0 and Day-1 configurations, and by the subscriber as 806 

part of Day-2 configurations4. 807 

 License Type 808 

 Fragmentation and Reassembly 809 

 Single tenant 810 

o VLAN ID 811 

o Tenant VRF 812 

 Multiple tenants 813 

o VDC (Virtual Data Center) 814 

o VLAN IDs 815 

o Tenant VRFs 816 

 Routing protocol and option configurations 817 

o Static Routing 818 

o BGP  819 

o EIGRP 820 

o Intermediate system-to-intermediate system (IS-IS) 821 

o Open shortest path first (OSPF) 822 

 Loopback Address 823 

                                                 
4 There is no consensus about the definitions of Day-0,1 and 2 for a VNF. We use the followings in this document: 

a) Day 0: VNF image is uploaded and on-boarded.   b) Day 1: VNF interfaces and network connectivity have been 

configured.  It is ready to carry traffic    c) Day 2: Customer configurations can be performed. Billing and perfor-

mance reports are available. 
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 NTP Server IP 824 

 Routing table groups 825 

 IP Multicast 826 

o Internet Group Management Protocol (IGMP) 827 

o Protocol Independent Multicast (PIM)  828 

 Per-packet load balancing 829 

o Equal-cost multi-path routing (ECMP) 830 

 Autonomous system numbers (ASNs) 831 

 Autonomous system confederation ID and members 832 

  Fault Management Protocols 833 

o Internet Control Message Protocol (ICMP) 834 

o Bidirectional Forwarding Detection (BFD) 835 

 DHCP Relay 836 

 MAC addresses, IPv4/6 addresses 837 

 Encapsulation 838 

o GRE 839 

• VPN 840 

 Dynamic multipoint virtual private network (DMVPN) 841 

 FlexVPN 842 

 Secure Sockets Layer (SSL) VPN 843 

 MPLS 844 

  SNMP 845 

 Secure Shell (SSH) 846 

 Network address translation (NAT)  847 

 Remote Authentication Dial-In User Service (RADIUS) 848 

 849 

As Cloud Services are defined by MEF, attributes of each interface including cI, connection and 850 

connection end points are expected to be defined in details as part of these service definitions. 851 


