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B.3.1.2 VNF instantiation flow
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Figure B.9: VNF instantiation message flow

| am not aware that AT&T or the ONAP community has yet implemented two separate

levels of configuration of the VNF, once at the Resource and once at the Service level.

However such an interaction may well be needed in cases of more complex Services
so | have added it here to match what | understand to be the ETSI equivalent.
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B.4.3 Scaling flow with resource allocation done by NFVO
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Figure B.12: VNF instance scaling message flow




