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Data Model

Data model for CPS Temporal is limited to one entity to store configuration and state data with its timestamp.

The store keeps a new data instance each time a new data observation is made for a given dataspace, schema set and anchor.

Timestamp is used to partition time-series data.

R network_data
Table storing network configuration or state data along with its timestamp.

&) timestamp - The timestamp when configuration or state has been observed.
fAEC dataspace - The dataspace, configuration or state belongs to. Refers to CPS Core dataspace.
AEC anchor - The anchor, configuration or state is attached to. Refers to CPS Core anchor.

ABC schema_set - The schema set, configuration or state complies to. Refers to CPS Core schema set.

ok payload - The complete json payload representing configuration or state data.
& version - The system version of the record, automatically set by the application with the timestamp when the record is persisted.

Implementation

PostgreSQL database is proposed to implement CPS Temporal data store.

Timescale PostgreSQL extension is proposed for time-series data implementation.

By implementing PostgreSQL and its Timescale extension, CPS Temporal benefits from:
Time-series data features on top of standard well know Postgres database

All PostgreSQL relational database features

CPS previous experience with PostgreSQL (default reference implementation for CPS Core)
PostgreSQL JSONB data type for configuration and state data

Detailed schema information:



cpstenporal db=# \d network_data
Tabl e "public. network_dat a"

Col um | Type | Collation | Nullable | Default
------------ T L L e
tinestanp | tinestanp with tine zone | | not null |
dat aspace | character varying(255) | | not null |
anchor | character varying(255) | | not null |
schena_set | character varying(255) | | not null |
payl oad | jsonb | | not null |
versi on | timestamp with tinme zone | | not null |
I ndexes:

"net wor k_dat a_dat aspace_anchor _ti mestanp_i dx" UNI QUE, btree (dataspace, anchor, "tinmestanp" DESC)
"net wor k_dat a_dat aspace_schena_set _ti mestanp_i dx" btree (dataspace, schema_set, "tinmestanp" DESC)
"networ k_dat a_payl oad_i dx" gin (payl oad)

"network_data_tinestanp_i dx" btree ("tinmestanp" DESC)

cpst enpor al db=# SELECT * FROM ti nescal edb_i nf or mati on. di nensi ons;

hypertabl e_schema | hypertabl e_nane | di mension_nunber | col um_nane | col um_type

di mension_type | tine_interval | integer_interval | integer_now func | numpartitions
------------------- T T e T T T T T T e
R LT R T LT T R

public | network_data 1| timestanp | timestanp with time zone
Ti ne | 1 day | | |

(1 row

Indexes above are designed to optimize following queries:
1. By dataspace, anchor. Order by timestamp desc.
2. By dataspace, schema set. Order by timestamp desc.
3. Adding a payload content condition to the 2 kinds of queries above. In this case, the gin index is used in combination with the index having the
corresponding fields. See attached explain plan for an example.

The index for (timestamp) is automatically created by Timescale to support the main data partitioning by time.
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