Hardware Platform Requirements

See also: Hardware Platform Enablement In ONAP

Can we use the TOSCA Specs Normatives with the HPA requirements?

Overview of the existing TOSCA Specs Normatives

capability_types:

tosca. capabilities. Conpute:
derived_from tosca.capabilities.Root
properties:
narme:
type: string
required: false
num cpus:
type: integer
required: false
constraints:
- greater_or_equal: 1
cpu_frequency:
type: scal ar-unit.frequency
required: false
constraints:
- greater_or_equal: 0.1 G&
di sk_si ze:
type: scalar-unit.size
required: false
constraints:
- greater_or_equal: 0 MB
mem si ze:
type: scalar-unit.size
required: false
constraints:
- greater_or_equal: 0 MB

tosca. capabilities. Container:
derived_from tosca.capabilities.Conpute

tosca. capabi lities. Storage:
derived_from tosca.capabilities. Root
properties:
name:
type: string
required: false

tosca. rel ati onshi ps. Host edOn:
derived_from tosca.rel ationships. Root
valid_target _types: [ tosca.capabilities.Container ]
# tosca.rel ationshi ps. Host edOn:
# - inmpacts declarative workfl ow
# - based on tosca.capabilities. Container

Critics of TOSCA Spec Normatives:

® tosca.capabilities.Container inherits from Compute!!!


https://wiki.onap.org/display/DW/Hardware+Platform+Enablement+In+ONAP

tosca.capabilities.Compute, property 'name' - we don't actually need it?

tosca.capabilities.Storage is not similar to the tasca Compute - it only includes the 'name' property, does nor specify any storage quantifiers like
size etc.

in TOSCA Specs, Storage is not an infrastructure-level requirement; it is rather a kind of application-level (attachable, with an initial image),
required by (attached to) other application nodes

Tosca Compute capability is a mix of CPU+Mem. Don't we want to keep them apart for greater flexibility?

TOSCA Specs does not have requirements for 1/0O

TOSCA Specs normatives do not provide all information items required by the ETSI and IM

tosca.capabilities.Compute and *.Storage bring with them unnecessary inheritance, coupling with relationship types, may affect the TOSCA
declarative workflows

Proposed solution

1.

2.
3.

Model the basic HPA requirements with TOSCA capability types. VDUs will have requirements of these capability types. These HPA requirements
will never be satisfied within the VNF and Service models, the orchestrator will do that in run-time

Abstain from using tosca.capability.Compute as it does not fully match the requirements

Define special ONAP capability types, separate for each of these categories: CPU, Memory, Storage, 1/0O, networking. These capability types
express the most basic hardware characteristics. They also should be simple, flat bags of strictly named properties, all properties of primitive data
types with clear restrictions.

. Derive from the basic capability types an additional level of capabilities, with advanced (HPA) details. As detailed as they seem, these capabilities

are still generic, with strict definitions of properties that are shared by the major hardware vendors. In addition to the strictly-typed properties, the
HPA-level capabilities will also have a json-formatted property in order to allow for even greater customization flexibility.

. Allow for further customization of the HPA-level capabilities into vendor-specific capabilities. These vendor-specific customized capability types

may extend their HPA-level generic base by adding new properties and providing new constraints for the existing properties. In addition to the
refinement of the strictly defined properties, the vendor-specific capabilities may provide their own validation schema for the json-formatted
"flexible" property.



Basic requirements

####### Basi c specifications of hadware capabilities ####
capability_types:
onap. capabilities.infrastructure. CPU:
derived_from tosca.capabilities. Root
description: basic processor capabilities
properties:
num cpus:
type: integer
required: false
constraints:
- greater_or_equal: 1
cpu_frequency:
type: scal ar-unit.frequency
required: false
constraints:
- greater_or_equal: 0.1 GHz

onap. capabilities.infrastructure. Menory:
derived_from tosca.capabilities.Root
description: basic nenory capabilities
properties:
mem si ze:
type: scalar-unit.size
required: false
constraints:
- greater_or_equal: 0 MB

onap. capabilities.infrastructure. Storage:
derived_from tosca.capabilities.Root
description: basic storage specifications
properties:
st orage_si ze:

type: scalar-unit.size

required: false

constraints:

- greater_or_equal: 0 MB

onap. capabilities.infrastructure.l QO
derived_from tosca.capabilities. Root
description: basic |10 specifications

onap. capabilities.infrastructure. NI C
derived_from tosca.capabilities.Root
description: basic networking interface characteristics

Advanced HPA specifications

#H##### Advanced hardware capabilities, with nore details ####
capability_types:
onap. capabilities.infrastructure. hpa. CPU:
derived_from onap.capabilities.infrastructure.CPU
description: detailed processor capabilities for hardware-aware VNF vendors
properties:
schenma_sel ector:
description: vendor+architecture, for exanple, Intel64
type: string
required: true
schena_ver si on:
type: version
required: false
custom features:

description: additional features, formatted as JSON, validated against a schema

type: json
constraints:
- schema: http://schema. url



required: false

si mul t aneousMul ti Thr eadi ng:
type: bool ean
description: |
The use of Sinmultaneous Multi-Threading HWis an efficient way to
increase the compute capacity of a platform SMI HWthreads share
some CPU core resources. In sone VDU inplenentations, it nay be
necessary to very explicitly control the HWthread allocation on
a platform This could be to help ensure locality in data caches
or as a mechanismto enhance determ nism
required: false
| ogi cal CpuPi nni ngPol i cy:
type: string
constraints:
- valid_val ues: [Dedicated, Shared]
required: false
| ogi cal CpuThr eadPi nni ngPol i cy:
type: string
constraints:
- valid_val ues:
- Isolate # Allocate on different execution units.
- Prefer # co-location of vCPUs to physical execution units
- Require # co-location of vCPUs to physical execution units
required: false
i nstructionSet Ext ensi ons:
type: string
constraints:
- valid_val ues:
- Isolate # Allocate on different execution units.
- Prefer # co-location of vCPUs to physical execution units
- Require # co-location of vCPUs to physical execution units
required: false
hypervi sor Confi guration:
type: string
required: false
conput eRas:
description: Reliability, Availability, Serviceability (RAS)
type: string
required: false

onap. capabilities.infrastructure. hpa. Menory:
derived_from onap.capabilities.infrastructure. Menory
description: HPA-1evel nmenory capabilities
properties:
schena_sel ector:
description: vendor+architecture, for exanple, Intel64
type: string
required: true
schema_versi on:
type: version
required: false
custom features:
description: additional features, formatted as JSON, validated against a schema
type: json
required: false

menor yPageSi ze:
type: scalar-unit.size
required: false
menor yAl | ocati onPol i cy:
type: string
constraints:
- valid_val ues:
- StrictLocal
- PreferredLocal
required: false
menor yBandwi dt h:
description: Agreed unit of nenory bandwi dth
type: scalar-unit.size
required: false



processor CacheAl | ocati on
description: Agreed unit of processor cache
type: string
required: false
menoryType
description: Type of menory
type: string
required: false
menor ySpeed
description: Agreed unit of nenory speed
type: string
required: false
menor yRas:
description
type: string
required: false
| ocal NumaMenory:
type: bool ean
required: false

onap. capabilities.infrastructure. hpa. Storage
derived_from onap.capabilities.infrastructure. Storage
description: HPA-level storage specifications
properties:
schema_sel ector:
description: vendor+architecture, for exanple, Intel64
type: string
required: true
schema_versi on
type: version
required: false
custom f eatures
description: additional features, formatted as JSON, validated against a schema
type: json
required: false

st or agel ops:
type: integer
required: false
constraints:
- greater_or_equal: 0
st or ageResi | encyMechani sm
type: string
required: false
description: Erasure code based back-end, triple replication

onap. capabilities.infrastructure. hpa.l QO
derived_from onap.capabilities.infrastructure.lO
description: HPA-level 10 characteristics
properties:
schenma_sel ector:
description: vendor+architecture, for exanple, Intel64
type: string
required: true
schema_version
type: version
required: false
cust om f eat ures
description: additional features, formatted as JSON, validated against a schema
type: json
required: false

pci Vendor | d:
description: PCI-SIG vendor ID for the device
type: string
required: false

pci Devi cel d:
description: PCl-SIG device ID for the device
type: string
required: false

pci NunDevi ces:



description: Nunber of PCl devices required
type: string
required: false

pci Addr ess:

description: Ceographic location of the PCl device via the standard PCl -SI G addressi ng node

Bus: devi ce: function
type: string
required: false
pci Devi ceLocal ToNuneNode Bool ean
type: string
required: false

onap. capabilities.infrastructure. hpa. NI C
derived_from onap.capabilities.infrastructure.NIC
description: HPA-level networking interface characteristics
properties:
schema_sel ector:
description: vendor+architecture, for exanple, Intel64
type: string
required: true
schenma_versi on
type: version
required: false
custom f eatures

description: additional features, formatted as JSON, validated against a schema

type: json
required: false

ni cFeat ure:

description: Long list of NICrelated itens such as LSO, LRO RSS, RDVA etc

type: map
entry_schema: string
required: false
dat aPr ocessi ngAccel erati onLi bray:

of Donain

description: Nane and version of the data processing acceleration library required. Ochestration can

match any NIC that is known to be conpatible with the specified library

type: string
required: false
interfaceType

description: Virtio, PCl-Passthrough, SR 10V, E1000, RTL8139, PCNET, etc

type: string
required: false

Examples of a vendor-specific refinment of an HPA capability

capability_types
comintel.capabilities.hpa. CPU
derived_from onap.capabilities.infrastructure.hpa. CPU
schema_sel ector:
type: string
required: true
constraints: # fixed value for this vendor
- equal _to: Intel 64
schema_ver si on
type: version
required: false
constraints:
- equal _to: 2.0
instructionSet Ext ensi ons
type: string
constraints: # changes property definitions
- valid_values: [aes, sse, avx, cat, cnt, nbni
required: false

a_wel | _known_property_of _this_vendor: # adds new strictly typed properties

type: integer
required: false



VDU type - requires hardware

node_t ypes:
onap. nodes. VDU:
derived_from onap.nodes. Resource
capabilities:

host :
type: onap.capabilities. Container
requirenents:

- cpu:
capability: onap.capabilities.infrastructure. CPU
occurrences: [0..UNBOUNDED]

- nenory:
capability: onap.capabilities.infrastructure. Menory:
occurrences: [0..UNBOUNDED]

- storage:
capability: onap.capabilities.infrastructure. Storage:
occurrences: [0..UNBOUNDED]

- io:
capability: onap.capabilities.infrastructure.lQ
occurrences: [0..UNBOUNDED]

- nic:
capability: onap.capabilities.infrastructure. N C
occurrences: [0..UNBOUNDED]

Example of VDU node

node_t enpl at es:

vdu_123:
type: onap. nodes. VDU
capabilities:
host :
requirenents:
- nenory:
node_filter:
capabilities:
- onap.capabilities.infrastructure. Menory:
properties:
- memsize: {greater_or_equal: 2MB}
- cpu:
node_filter:
capabilities:
- onap.capabilities.infrastructure. hpa. CPU
properties:
- schena_sel ector:
constraints: # fixed value for this vendor
- equal _to: Intel 64
- schema_version:
constraints:
- greater_or_equal: 2.0
- custom features:
constraints:
- equals_to: {,,.sigjigigirgigmrig}
- schena: http://json.schema.url
Implications

® Compliance with TOSCA 1.2 for using JSON properties
® Support for the 'node_filter' construct



® New languages to understand: JSON Schema, XML Schema, etc
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